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ABSTRACT

This paper presents some numerical methods for computation of Fisher
information matrix about the parameters of a mixture of two negative expo-
nential distributions. It is shown that the computation of the information
matrix leads to the computation of a particular kinds of integrals. An
alternating power series is developed for the computation of these integrals,
and the results are compared with those obtained by the Laguerre-Gauss
quadrature and Romberg's algorithm. Some approximate results are also
given for the case that the mixed distributions are not well separated.

A brief table is provided which may be useful in practice.
1. Introduction

Consider

\[ f(x) = pf_1(x) + qf_2(x), \quad (1.1) \]

where, for \( j = 1, 2, \)

\[ f_j(x) = a_j \exp(-a_jx) \quad (1.2) \]

for \( x \geq 0 \) and zero elsewhere, with \( a_j > 0, \) \( 0 < p < 1, \) and \( q = 1-p. \)

The function \( f(x) \) is the probability density function of a mixture of two negative exponential distributions with mixing proportions \( p \) and \( q. \) This distribution is of particular interest in the analysis of experimental data regarding life testing and electronic equipment failure times, and the point estimation of its parameters has already received some attention in the literature \[2,3,6,9-12\].

The purpose of this paper is to present some numerical methods for computation of the information matrix about the three parameters \( a_1, a_2, p \) of the density (1), which can be extended to a finite mixture of more than two exponential densities. The information matrix that we shall use is that of Fisher, namely the symmetric positive definite \( \ell \times \ell \) matrix \( I(\theta) = \| I(\theta_s, \theta_t) \| \) with

\[
I(\theta_s, \theta_t) = E \left[ \begin{array}{cc} \frac{\partial \log f(x, \theta)}{\partial \theta_s} & \frac{\partial \log f(x, \theta)}{\partial \theta_t} \\ \frac{\partial \log f(x, \theta)}{\partial \theta_s} & \frac{\partial \log f(x, \theta)}{\partial \theta_t} \end{array} \right], \quad s, t = 1, 2, \ldots, \ell \quad (1.3),
\]

where \( f(x, \theta) \) is the probability density function of an arbitrary random variable \( X \) depending on an \( \ell \)-dimensional parameter \( \theta = (\theta_1, \theta_2, \ldots, \theta_\ell). \)

The expectation in (1.3) is taken with respect to the density \( f(x, \theta), \) and it is assumed that all the derivatives and expectations in question exist.
The Fisher information, whose properties are known, is a natural and convenient measure of the expected precision in both classical and Bayesian Statistics [5].

The first work related to this paper is given by Hill [5], who computes the Fisher information about the proportion $p$, when $\alpha_1$ and $\alpha_2$ are known, by a power series. The whole information matrix for the parameters of (1.1) is computed by the author [1] using the Laguerre-Gauss quadrature numerical integration. Here we will show that the computation of the information matrix leads to the computation of a particular kind of integrals. These integrals are computed by a power series, and the numerical results are compared with those obtained by the Laguerre-Gauss quadrature, Romberg's algorithm, and Taylor series. A brief table is provided which may be useful in practice for finding the information matrix.

### 2. Calculation of the Information Matrix

Simple calculation shows that for the density (1.1) the following relations hold:

\[ \frac{\partial \log f(x)}{\partial \alpha_i} = p_i \frac{1}{\alpha_i - x} f_i(x)/f(x), \quad i=1,2 \]

\[ p \frac{\partial \log f(x)}{\partial p} = 1 - f_2(x)/f(x), \]

where $p_1 = p$ and $p_2 = q$. For $i, j = 1, 2$ and $m, n = 0, 1$, let

\[ M_{mn}(f_i, f_j) = \int_0^\infty \frac{(1/\alpha_i - x)^m(1/\alpha_j - x)^n[f_i(x)f_j(x)/f(x)]}{x} dx. \]

It is easy to show that the improper integrals (2.2) exist. Now, using (1.3), (2.1), and (2.2), we obtain
\[ I(\alpha_1, \alpha_j) = p_i p_j M_{ij}(f_1, f_j) \quad \text{for } i \leq j, \ i, j = 1, 2 \]
\[ I(\alpha_1, p) = -M_{10}(f_1, f_2) \]
\[ I(\alpha_2, p) = M_{01}(f_1, f_2) \]
\[ I(p, p) = [1 - M_{00}(f_1, f_2)]/pq. \]

Let \( \alpha_1 < \alpha_2 \), without loss of generality, and take \( h = \alpha_1/\alpha_2 \), where \( 0 < h < 1 \). Now, consider the simple linear transformation \( y = \alpha_2 x \). This transformation sends the density (1.1) to the density

\[ g(y) = p g_1(y) + q g_2(y) \]

where, for \( j = 1, 2 \),

\[ g_j(y) = h_j \exp(-h_j y) \]

with the conventions \( h_1 = h \) and \( h_2 = 1 \). Thus the mixture (1.1) with three parameters \( \alpha_1, \alpha_2, p \) is reduced to the mixture (2.4) with two parameters \( h \) and \( p \) which are between zero and one. Using this transformation the formula (2.2) becomes

\[ M_{mn}(f_1, f_j) = G_{mn}(g_1, g_j)/\alpha_i^m \alpha_j^n \]

with

\[ G_{mn}(g_1, g_j) = \int_0^\infty (1-h_1 y)^m(1-h_j y)^n [g_1(y)g_j(y)/g(y)]dy \]

Now, from (2.3) and (2.6), we obtain the following items, which we call the scaled elements of the information matrix.
\[ a_1 a_j I(a_i, a_j) = p_i p_j G_{1i}(g_i, g_j), \quad i \leq j, \quad i, j = 1, 2 \]

\[ a_1 I(a_1, p) = - G_{10}(g_1, g_2) \]  \hspace{1cm} (2.8)

\[ a_2 I(a_2, p) = G_{01}(g_1, g_2) \]

\[ I(p, p) = \left[ 1 - G_{00}(g_1, g_2) \right] / pq. \]

Denoting the information matrix, in the order \( a_1, a_2, p \) for the parameters, by \( I = \|I(s, t)\| \) and the scaled information matrix, which depends only on \( h \) and \( p \), by \( J = \|J(s, t)\|, s, t = 1, 2, 3 \), and considering the diagonal matrix \( \Delta = \text{diag}(1/a_1, 1/a_2, 1) \), we have

\[ I = \Delta J \Delta \]  \hspace{1cm} (2.9).

Hence to compute \( I \), it is enough to compute \( J \) and then apply (2.9). But to compute \( J \), we have to compute (2.7).

Letting

\[ m_{ijk} = \int_0^\infty y^k [g_i(y)g_j(y)/g(y)] dy, \]  \hspace{1cm} (2.10)

for \( i, j = 1, 2 \) and \( k = 0, 1, 2 \), from (2.7) we obtain

\[ G_{11}(g_i, g_j) = m_{i0} - (h_i + h_j)m_{ij1} + h_i h_j m_{ij2} \]

\[ G_{10}(g_1, g_2) = m_{120} - h m_{121} \]  \hspace{1cm} (2.11)

\[ G_{01}(g_1, g_2) = m_{120} - m_{121} \]

\[ G_{00}(g_1, g_2) = m_{120}. \]

Thus, the computation of \( G_{mn}(g_i, g_j) \) leads to the computation of the moment-type integrals (2.10).
3. COMPUTATION OF $m_{ijk}$

In this section we give a power series expansion for the computation of $m_{ijk}$, and we also suggest the application of the Laguerre-Gauss quadrature and Romberg's algorithm.

We observe, from (2.4) and (2.5), that $p g_1(y)/q g_2(y) < 1$ if $y$ is in the interval $(0, a)$ and $q g_2(y)/p g_1(y) < 1$ if $y$ is in the interval $(a, \infty)$, where

$$a = \frac{(\log q/\phi)/(1-h)}{\text{(3.1)}}$$

is the positive root of $p q_1(y) = q g_2(y)$ if it exists. When $a \leq 0$, i.e., when $p \geq 1/(1+h)$, we have $q g_2(y)/p g_1(y) < 1$ for all $y$ in the interval $(0, \infty)$. Now, breaking the interval $(0, \infty)$ into intervals $(0, a)$ and $(a, \infty)$, dividing the numerator and denominator of $g_1(y)g_j(y)/g(y)$ by $q g_2(y)$ or $p g_1(y)$ depending on whether $y$ is in $(0, a)$ or in $(a, \infty)$, and using geometric expansions, we obtain

$$m_{ijk} = \sum_{N=0}^{\infty} \left[ \int_{0}^{a} y^k A_{ijN}(y) dy + \int_{a}^{\infty} y^k B_{ijN}(y) dy \right], \quad \text{(3.2)}$$

where

$$A_{ijN}(y) = (-1)^N p q^{-N-1} g_1(y)g_j(y)[g_1(y)]^N[g_2(y)]^{-N-1}$$

$$B_{ijN}(y) = (-1)^N q p^{-N-1} g_1(y)g_j(y)[g_1(y)]^{-N-1}[g_2(y)]^N. \quad \text{(3.3)}$$

From (2.4) - (2.5) and (3.2) - (3.3), after some calculation we obtain

$$m_{ijk} = \sum_{N=0}^{\infty} (-1)^N \left( a_{ijN} c_{ijkN} + b_{ijN} d_{ijkN} \right), \quad \text{(3.4)}$$

where

$$a_{ijN} = p q^{-N-1} h_i h_j$$

$$b_{ijN} = q p^{-N-1} h_i h_j. \quad \text{(3.5)}$$
and

\[
C_{ijN} = \int_0^a y^k \exp(-c_{ijN}y) \, dy
\]  \hspace{1cm} (3.6)

\[
D_{ijN} = \int_a^\infty y^k \exp(-d_{ijN}y) \, dy
\]

with

\[
c_{ijN} = h_i + h_j - l - N + Nh
\]  \hspace{1cm} (3.7)

\[
d_{ijN} = h_i + h_j - h + N - Nh
\]

For fixed \(i, j, N\), let us denote \(c_{ijN}, d_{ijN}, C_{ijN}, D_{ijN}\) respectively by \(c, d, C_j, D_j\). Now from (3.6) we obtain

\[
C_0 = \frac{1 - \exp(-ac)}{c}
\]

\[
C_1 = \frac{(c_0 + acC_0 - a)}{c}
\]

\[
C_2 = \frac{2C_1}{c} + \frac{a^2C_0 - a^2}{c}
\]

\[
D_0 = \exp(-ad)/d
\]

\[
D_1 = D_0(a + 1/d)
\]

\[
D_2 = D_0(a^2 + 2a/d + 2/d^2)
\]  \hspace{1cm} (3.8)

Thus, we can compute \(m_{ijk}\) by using the alternating series (3.4) and the relations (3.5), (3.7), and (3.8).

Next, we look at the Laguerre-Gauss quadrature formula. For a convergent integral of the form

\[
I(G) = \int_0^\infty e^{-z}G(z) \, dz
\]  \hspace{1cm} (3.9)

this formula is

\[
I(G) = \sum_{k=1}^N w_k G(z_k) + R_N(G),
\]  \hspace{1cm} (3.10)
where \( z_k \) and \( w_k \), which are referred to respectively as nodes and weights, can be determined through appropriate Laguerre polynomials, and they are already known and tabulated [4,7]. The summation \( \sum_{k=0}^{N} w_k G(z_k) \) approximates \( I(G) \), and the error \( R_N(G) \) depends on \( N \) and the behavior of \( G \) and its derivatives on \((0, \infty)\). To have small error it is desirable that \( G \) and its derivatives remain bounded on \((0, \infty)\).

We now show that (2.10) can be put in the form (3.9). To guarantee the boundedness of \( G(z) \) and its derivatives, by introducing an extra factor \( \exp(-hy/2) \) and using the transformation \( y = 2z/h \), we obtain

\[
m_{ijk} = (2/h)^{k+1} h_{ij} \int_0^\infty \frac{\exp(-z)dz}{\exp(-H_{ij}z) + q \exp(-L_{ij}z)}
\]

where

\[
H_{ij} = \frac{(3h-2h_i-2h_j)}{h} \quad L_{ij} = \frac{(2-2h_i-2h_j+h)}{h}.
\]

Now, we can apply the quadrature formula to (3.11) with

\[
G(z) = \frac{1}{[p \exp(-H_{ij}z) + q \exp(-L_{ij}z)]}.
\]

It is also possible to apply the Romberg's algorithm which is known [8], for the numerical evaluation of (3.11). This can be done by breaking the range of integration and using some appropriate transformations to change the integral (4.5) into sum of two integrals on the interval \((0, 1)\).

Computation shows that the numerical results obtained by the above methods agree at least up to four decimal figures. However, the series (3.4) is more convenient for numerical work and we can also estimate the error easily.
4. CALCULATION OF $m_{ijk}$ WHEN $h$ IS CLOSE TO ONE

When the densities are not well separated, i.e., $\alpha_1$ and $\alpha_2$ are close to each other or $h$ is close to one, calculation shows that the Taylor approximation of $g_1(y)g_j(y)/g(j)$, as a function of $h$ in the neighborhood of $h = 1$ is of the form $P_{ij}(y)\exp(-y)$, where $P_{ij}(y)$ is a polynomial whose coefficients depend on $h$ and $p$. Using the first four terms of the Taylor series when $1 - h = t$ is close to zero, we obtain by simple calculation

$$m_{110} = 1 + q^2t^2 - 2q^2(1+p)t^3 + O(t^3)$$
$$m_{111} = 1 - (1+q)t + (3q^2+q+1)t^2 + (p-11pq^2-12q^2)t^3 + O(t^3)$$
$$m_{112} = 2 - 4(1+q)t + (6q+14q^2+6)t^2 + (144p-68p^2-64pq-100)t^3 + O(t^3)$$
$$m_{120} = 1 + pqt^2 + 2pq^2t^3 + O(t^3)$$
$$m_{121} = 1 - qt + (3q^2-2q)t^2 + (11pq^2-pq-q)t^3 + O(t^3)$$
$$m_{122} = 2 - 4qt + (7q^2-7pq-q)t^2 + (64pq^2-4pq-8q)t^3 + O(t^3).$$
$$m_{220} = 1 + p^2t^2 - 2p^2q^3 + O(t^3)$$
$$m_{221} = 1 + pt + (3p^2-p)t^2 + (2p+p^2-1lp^2q)t^3 + O(t^3)$$
$$m_{222} = 2 + 4pt + (p+7p^2-7pq)t^2 - (8p+3p^2-64pq)t^3 + O(t^3)$$

Using (2.8), (2.11), and the above relations, we can easily find a good approximate value for the information matrix when $\alpha_1$ and $\alpha_2$ are close to each other.

We observe, from the relations (2.3), that when $\alpha_1/\alpha_2$ goes to one, that is when the mixed densities become closer and closer to each other, the information matrix $I$ approaches to a singular matrix continuously, with some diagonal elements equal to zero. The same assertion is true when $p$ goes to zero or one.

It is known that for a sample of size, say $N$, $I^{-1}/N$ is the asymptotic covariance matrix of the maximum likelihood estimates of the parameters, and the diagonal elements of $I^{-1}/N$ are the variances of the asymptotic distributions of these estimates. Combining this fact with the above assertion, we
conclude that for estimating the parameters of a mixture of two exponential distributions, which are not well separated or with a mixing proportion close to zero, a huge sample is required and the estimation may be impractical.

We now look at a numerical example. Consider a mixture of two exponential distributions with $\alpha_1 = .18$, $\alpha_2 = .20$, $p = .7$. Here we have $h = .9$. We have computed the information matrix by different methods. They all agree at least up to four decimal figures and the result is the symmetric positive definite matrix

$$
I = \begin{bmatrix}
16.0462 & 5.5111 & -0.4105 \\
5.5111 & 1.9725 & -0.1440 \\
-0.4105 & -0.1440 & 0.0106
\end{bmatrix}
$$

Finally, we have provided a short table for the standard elements of the information matrix, which may be useful in practice for finding the information about all or some of the parameters.
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SCALED ELEMENTS OF INFORMATION MATRIX FOR A MIXTURE OF TWO EXPONENTIAL DISTRIBUTIONS
<table>
<thead>
<tr>
<th>p</th>
<th>h</th>
<th>J(1, 1)</th>
<th>J(1, 2)</th>
<th>J(1, 3)</th>
<th>J(2, 1)</th>
<th>J(2, 2)</th>
<th>J(2, 3)</th>
<th>J(3, 1)</th>
<th>J(3, 2)</th>
<th>J(3, 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30</td>
<td>0.05</td>
<td>0.2569</td>
<td>-0.0549</td>
<td>-0.2287</td>
<td>0.5459</td>
<td>-0.3260</td>
<td>0.4038</td>
<td>-0.4797</td>
<td>0.2816</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.2378</td>
<td>-0.0319</td>
<td>-0.3752</td>
<td>0.3781</td>
<td>-0.4494</td>
<td>0.2281</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.2337</td>
<td>0.0147</td>
<td>-0.3975</td>
<td>0.3548</td>
<td>-0.4546</td>
<td>1.5163</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>0.2278</td>
<td>-0.3388</td>
<td>0.3506</td>
<td>-0.4035</td>
<td>0.7989</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>0.2142</td>
<td>0.1119</td>
<td>-0.3072</td>
<td>0.3542</td>
<td>-0.3785</td>
<td>0.6277</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>0.1935</td>
<td>0.1528</td>
<td>-0.2384</td>
<td>0.1671</td>
<td>-0.3208</td>
<td>0.3715</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.1675</td>
<td>0.1846</td>
<td>-0.1695</td>
<td>0.4871</td>
<td>-0.3262</td>
<td>0.1659</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.1402</td>
<td>0.2056</td>
<td>-0.1074</td>
<td>0.4131</td>
<td>-0.1839</td>
<td>0.0887</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>0.1157</td>
<td>0.2147</td>
<td>0.0560</td>
<td>0.4433</td>
<td>-0.1096</td>
<td>0.2078</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>0.0970</td>
<td>0.2135</td>
<td>0.0161</td>
<td>0.4749</td>
<td>-0.0356</td>
<td>0.0227</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| 0.35 | 0.05 | 0.3018 | -0.0569 | -0.2338 | 0.4022 | -0.3204 | 0.3296 |
| 0.15 | 0.2805 | -0.0338 | -0.3843 | 0.3283 | -0.4140 | 2.3894 |
| 0.25 | 0.2725 | 0.0159 | -0.4394 | 0.3053 | -0.4126 | 1.3914 |
| 0.35 | 0.2704 | 0.0666 | -0.3804 | 0.2980 | -0.3827 | 0.9176 |
| 0.45 | 0.2578 | 0.1148 | -0.3242 | 0.3005 | -0.3394 | 0.5891 |
| 0.55 | 0.2373 | 0.1573 | -0.2560 | 0.3104 | -0.2877 | 0.3949 |
| 0.65 | 0.2106 | 0.1917 | -0.1857 | 0.3270 | -0.2296 | 0.1889 |
| 0.75 | 0.1813 | 0.2158 | -0.1202 | 0.3996 | -0.1666 | 0.0857 |
| 0.85 | 0.1536 | 0.2284 | -0.0639 | 0.3777 | -0.0902 | 0.0273 |
| 0.95 | 0.1313 | 0.2300 | 0.0187 | 0.4075 | -0.0329 | 0.0027 |

| 0.40 | 0.05 | 0.3473 | -0.0575 | -0.2410 | 0.3535 | -0.3065 | 0.3023 |
| 0.15 | 0.3241 | -0.0308 | -0.3945 | 0.2835 | -0.3836 | 1.9510 |
| 0.25 | 0.3197 | 0.0172 | -0.4221 | 0.2665 | -0.3760 | 1.2098 |
| 0.35 | 0.3147 | 0.0777 | -0.3950 | 0.2525 | -0.3456 | 0.8959 |
| 0.45 | 0.3029 | 0.1159 | -0.3403 | 0.2531 | -0.3047 | 0.5501 |
| 0.55 | 0.2831 | 0.1633 | -0.2723 | 0.2603 | -0.2590 | 0.3272 |
| 0.65 | 0.2565 | 0.1948 | -0.2008 | 0.2737 | -0.2062 | 0.2111 |
| 0.75 | 0.2261 | 0.2123 | -0.1323 | 0.2929 | -0.1503 | 0.0832 |
| 0.85 | 0.1961 | 0.2369 | -0.0716 | 0.3174 | -0.0911 | 0.0268 |
| 0.95 | 0.1706 | 0.2614 | -0.0022 | 0.3455 | -0.0302 | 0.0027 |

| 0.45 | 0.05 | 0.3908 | -0.0573 | -0.2499 | 0.3081 | -0.2950 | 2.9149 |
| 0.15 | 0.3688 | -0.0289 | -0.4055 | 0.2427 | -0.3565 | 1.8537 |
| 0.25 | 0.3645 | 0.0186 | -0.4357 | 0.2206 | -0.3431 | 1.2313 |
| 0.35 | 0.3601 | 0.0682 | -0.4098 | 0.2206 | -0.3431 | 0.7554 |
| 0.45 | 0.3496 | 0.1154 | -0.3558 | 0.2114 | -0.2733 | 0.5230 |
| 0.55 | 0.3310 | 0.1518 | -0.2478 | 0.2159 | -0.2306 | 0.3171 |
| 0.65 | 0.2743 | 0.2224 | -0.1480 | 0.2424 | -0.1350 | 0.2009 |
| 0.75 | 0.2427 | 0.2401 | -0.0795 | 0.2636 | -0.0823 | 0.1264 |
| 0.85 | 0.2145 | 0.2476 | -0.0238 | 0.2890 | -0.0276 | 0.0026 |

| 0.50 | 0.05 | 0.4401 | -0.0560 | -0.2606 | 0.2658 | -0.2850 | 2.8426 |
| 0.15 | 0.4166 | -0.0263 | -0.4206 | 0.2056 | -0.3137 | 1.7680 |
| 0.25 | 0.4099 | 0.0202 | -0.4505 | 0.1847 | -0.3130 | 1.0805 |
| 0.35 | 0.4072 | 0.0679 | -0.4250 | 0.1757 | -0.2808 | 0.7798 |
| 0.45 | 0.3958 | 0.1138 | -0.3844 | 0.1923 | -0.2362 | 0.5146 |
| 0.55 | 0.3808 | 0.1547 | -0.3027 | 0.1766 | -0.2054 | 0.3049 |
| 0.65 | 0.3561 | 0.1906 | -0.2285 | 0.1846 | -0.1642 | 0.1667 |
| 0.75 | 0.3258 | 0.2193 | -0.1548 | 0.1975 | -0.1204 | 0.0789 |
| 0.85 | 0.2935 | 0.2391 | -0.0862 | 0.2155 | -0.0739 | 0.0160 |
| 0.95 | 0.2633 | 0.2489 | -0.0263 | 0.2377 | -0.0250 | 0.0026 | 0.00 |

SCALED ELEMENTS OF INFORMATION MATRIX FOR A MIXTURE OF TWO EXPONENTIAL DISTRIBUTIONS
<table>
<thead>
<tr>
<th>P</th>
<th>h</th>
<th>J(1,1)</th>
<th>J(1,2)</th>
<th>J(1,3)</th>
<th>J(2,1)</th>
<th>J(2,2)</th>
<th>J(2,3)</th>
<th>J(3,1)</th>
<th>J(3,2)</th>
<th>J(3,3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.05</td>
<td>0.4875 -0.0537 -0.2736</td>
<td>0.2263 -0.2761 2.8179</td>
<td>0.10</td>
<td>0.4691 -0.0425 -0.3821</td>
<td>1.903 -0.3076 2.1869</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.4616 -0.0231 -0.4369</td>
<td>0.1717 -0.3083 1.7443</td>
<td>0.20</td>
<td>0.4589 -0.0011 -0.4614</td>
<td>1.600 -0.2986 1.4087</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.4580 -0.0216 -0.4665</td>
<td>0.1522 -0.2194 1.1440</td>
<td>0.30</td>
<td>0.4573 -0.0084 -0.4583</td>
<td>1.469 -0.2688 0.9295</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>0.4557 -0.0688 -0.4407</td>
<td>0.1433 -0.2519 0.8062</td>
<td>0.40</td>
<td>0.4528 -0.0886 -0.4161</td>
<td>1.142 -0.2348 0.5062</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>0.4480 -0.1097 -0.3864</td>
<td>0.1404 -0.2173 0.4836</td>
<td>0.50</td>
<td>0.4413 -0.1300 -0.3531</td>
<td>1.047 -0.1996 0.3080</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>0.4326 -0.1492 -0.3173</td>
<td>0.1423 -0.1817 0.2947</td>
<td>0.60</td>
<td>0.4220 -0.1672 -0.2798</td>
<td>0.844 -0.1635 0.2230</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.4189 -0.2032 -0.2523</td>
<td>0.1580 -0.1655 0.1155</td>
<td>0.70</td>
<td>0.4095 -0.1990 -0.2080</td>
<td>0.659 -0.1595 0.0700</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.3804 -0.2124 -0.1858</td>
<td>0.1580 -0.1065 0.0771</td>
<td>0.80</td>
<td>0.3645 -0.2239 -0.1285</td>
<td>0.167 -0.0864 0.0474</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>0.3482 -0.2333 -0.0932</td>
<td>0.1726 -0.0657 0.0256</td>
<td>0.90</td>
<td>0.3321 -0.2904 -0.0599</td>
<td>0.181 -0.0443 0.0109</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>0.3168 -0.2645 -0.0227</td>
<td>0.1917 -0.0224 0.0026</td>
<td>1.00</td>
<td>0.3025 -0.2475 0.0000</td>
<td>0.202 -0.0225 0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Scaled Elements of Information Matrix for a Mixture of Two Exponential Distributions**
### Scaled Elements of Information Matrix for a Mixture of Two Exponential Distributions

<table>
<thead>
<tr>
<th>P</th>
<th>( h )</th>
<th>( J(1, 1) )</th>
<th>( J(1, 2) )</th>
<th>( J(1, 3) )</th>
<th>( J(2, 1) )</th>
<th>( J(2, 2) )</th>
<th>( J(2, 3) )</th>
<th>( J(3, 1) )</th>
<th>( J(3, 2) )</th>
<th>( J(3, 3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.80</td>
<td>0.05</td>
<td>0.7466 -0.0285 -0.4026 0.0678 -0.2312 3.5252</td>
<td>0.10</td>
<td>0.7264 -0.0158 -0.5218 0.0526 -0.2124 2.4786</td>
<td>0.20</td>
<td>0.7230 0.0109 -0.5046 0.0391 -0.1663 1.4230</td>
<td>0.30</td>
<td>0.7265 0.0353 -0.5617 0.0329 -0.1322 0.8804</td>
<td>0.40</td>
<td>0.7228 0.0579 -0.6381 0.0289 -0.0964 0.3166</td>
</tr>
<tr>
<td>0.85</td>
<td>0.05</td>
<td>0.7961 -0.0208 -0.4570 0.0462 -0.2152 3.9817</td>
<td>0.10</td>
<td>0.7856 -0.0095 -0.5739 0.0330 -0.1864 2.6812</td>
<td>0.20</td>
<td>0.7841 0.0116 -0.6230 0.0236 -0.1384 1.4715</td>
<td>0.30</td>
<td>0.7815 0.0300 -0.5897 0.0193 -0.1031 0.8696</td>
<td>0.40</td>
<td>0.7910 0.0469 -0.5252 0.0171 -0.0815 0.5521</td>
</tr>
<tr>
<td>0.90</td>
<td>0.05</td>
<td>0.8551 -0.0124 -0.5370 0.0239 -0.1890 4.7916</td>
<td>0.10</td>
<td>0.8482 -0.0036 -0.6437 0.0169 -0.1468 2.9832</td>
<td>0.20</td>
<td>0.8497 0.0170 -0.6696 0.0114 -0.0979 1.5419</td>
<td>0.30</td>
<td>0.8540 0.0228 -0.6214 0.0090 -0.0719 0.9055</td>
<td>0.40</td>
<td>0.8569 0.0339 -0.5480 0.0078 -0.0555 0.5330</td>
</tr>
<tr>
<td>0.95</td>
<td>0.05</td>
<td>0.9205 -0.0041 -0.6695 0.0207 -0.1378 6.0360</td>
<td>0.10</td>
<td>0.9182 0.0006 -0.7431 0.0051 -0.0920 3.4591</td>
<td>0.20</td>
<td>0.9209 0.0073 -0.7268 0.0031 -0.0544 1.6404</td>
<td>0.30</td>
<td>0.9242 0.0130 -0.6577 0.0026 -0.0379 0.9289</td>
<td>0.40</td>
<td>0.9255 0.0184 -0.5729 0.0020 -0.0284 0.5663</td>
</tr>
</tbody>
</table>
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