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ABSTRACT

The recent advent of large scale, high-speed computers has produced an "information revolution." One of the consequences of this has been the need for the development of filing systems which are capable of handling large volumes of data and permitting efficient information retrieval. In this research, first a review is given for a number of different types of filing schemes which have been recently discussed in the literature, with a number of appropriate generalizations being included. Then attention is turned to a general model and filing systems based on certain types of combinatorial configurations. A method of forming one type of configuration is provided through the development of a sequence of theorems indicating how to select a certain subset of m flats from a finite projective geometry which cover all (t-1)-flats, where \( m > (t-1) \). The construction of another type of configuration is achieved through the development of suitable methods of extending some of the properties of certain small orthogonal arrays and partially balanced arrays to larger schemes. The two types of constructions may be combined to yield multi-stage filing systems which permit efficient retrieval for an appropriate set of queries.
SUMMARY

The development of large-scale, high-speed electronic computers has provided mankind with a means of comprehending large volumes of data. Because of this, a number of questions have recently arisen concerning how one may best file such information in the memory storage area of a computer in order to facilitate its use in the computer system. One criterion for evaluating the efficiency of any filing scheme is the time required for the retrieval of information pertinent to various queries of interest. The purpose of this research is to indicate the application of combinatorial mathematics to some of the problems associated with the construction of various types of efficient computer filing systems.

The basic component of a file is an element called a record. The information contained in a record is expressed in terms of data fields which represent various levels of attributes which are associated with the record. Moreover, each record is uniquely identified by an accession number. In the case of a computerized filing system, the accession number of each record is stored in a unique element of one or more disjoint subsets (called buckets) of the computer memory. The construction of these buckets determines the difficulty with which information, as expressed in terms of queries, can be retrieved. The queries which are of interest here are those which can be expressed in terms of a set of given levels of some particular subset of attributes.
Until recently, the best known type of filing scheme has been the first-order inverted filing system. It is formed by letting one bucket correspond to each level of each attribute. A record is then stored in each of the buckets associated with the levels of attributes which it possesses. Such systems allow efficient retrieval of queries specified in terms of only one attribute; indeed, one simply retrieves all records in the bucket corresponding to the level of that particular attribute specified in the query. However, to retrieve a query involving two attributes, one must first extract all records in each of the two corresponding buckets, and then find the records common to the two groups by matching the accession numbers. This matching process can require a large amount of computer time. Moreover, the time increases as the size of the file increases since there are then more records to be examined in the matching. With queries involving more than two attributes, this retrieval problem becomes progressively more serious.

Because of the previously cited disadvantages of the first-order inverted filing system, a need arose for the development of schemes permitting more efficient information retrieval. In recent years, research directed at the application of combinatorial mathematics to the design of filing schemes was started at the IBM Thomas J. Watson Research Center. Abraham, Ghosh, and Ray-Chaudhuri [1] used the theory of finite geometries to form systems which allow efficient retrieval of certain types of queries involving pairs of binary attributes. With these, attributes

---

1 A number in square brackets refers to the bibliography listed at the end.
corresponded to points and buckets to lines. The retrieval of a query involving a pair of attributes may be achieved by identifying the bucket corresponding to the unique line through the appropriate points. Abraham and Ghosh [28] used deleted finite geometries to construct similar types of filing schemes permitting efficient retrieval of queries involving multiple-valued attributes. In section (1.4) of this thesis, Theorems (1.4.1), (1.4.2), and (1.4.6) are given as some straightforward generalizations of the results that have been obtained from this finite geometry approach.

Chapter II is concerned with a general mathematical model for filing systems which was motivated by Ray-Chaudhuri [43]. One type of scheme suggested by this model is based on the construction of certain types of combinatorial configurations. When two-fold queries are of interest, these configurations may be formed from certain balanced incomplete block and group divisible designs. More generally, in the case of $t$-fold queries, the selection of a certain subset of $m$-flats from a finite projective geometry which cover all $(t-1)$ flats, where $m \geq (t-1)$, may be used. One of the primary results of this research is the development of a general system of such covers for $t = 2, 3, 4$. These are constructed in Theorems (2.4.2)-(2.4.8).

In Chapter III, another method of forming combinatorial configurations is presented. It is based on developing algorithms for extending the covering properties of certain orthogonal arrays and partially balanced arrays associated with a small number of attributes to arrays involving larger numbers of attributes. The suggested methods have the desirable property that the number of subsets required for the coverings
increases at a noticeably slower rate than the number of attributes when the number of attributes is sufficiently large.

The filing schemes based on the combinatorial configurations of Chapter III suffer from the disadvantage that each bucket pertains to a very large number of queries. In order to make the relationship between query and bucket more specific, multi-stage filing systems similar to those formulated by Ray-Chaudhuri [43] may be used. These are discussed in Chapter IV. One of the consequences arising from the use of multi-stage systems is that the retrieval time for any query becomes linearly related to the number of buckets at each stage.

Finally, the bibliography has been extended to include a large number of references pertaining to the different topics associated with the design of the types of filing systems discussed. This seemed appropriate since such a comprehensive set of references does not exist elsewhere in the literature.
CHAPTER I

INTRODUCTION

1.1. The importance of efficient filing systems.

With the advent of large-scale computer systems, the years since World War II may in one sense be referred to as the "Information Revolution." In many ways, its effect on the culture of the world may be as dramatic as that of the "Industrial Revolution" of the 18th and 19th centuries. The lives of many individuals have already been influenced through its production of changes in the employment needs of businesses and services, its treatment of the bookkeeping details of many types of financial transactions, its capabilities as a means of solution to many computationally difficult problems in scientific research. Today, more different types of information are being obtained from more individuals by more firms, survey groups, utilities, and governmental agencies than ever before. Such data are felt to be of some importance to the interested groups, and computer technology provides methods for comprehending and using their content.

As a result of the existence and availability of vast stores of information, the question naturally arises as to how one may best file such information in order to facilitate its use in a computer system. Filing represents a method of preserving information. The success of any filing scheme can be measured in terms of the ease with which it is possible to retrieve the information pertinent to a given query or
task. In the case of large-scale, high-speed electronic computers, the memory storage area can be used to hold well-organized files which can be designed so that information regarding any particular query of interest can be retrieved very rapidly. This fact provides the basis for the formulation of the problems of designing computer filing systems for efficient information retrieval. The actual construction of such files poses a variety of questions, some of which can be attacked by methods of combinatorial mathematics. The description of several different ways of achieving efficient systems represents the purpose of the present research.

To illustrate the situation, let us first consider as an example an information storage system which is called a tumor registry. The ultimate aim of such a scheme is to provide for a large number of hospitals and clinics a centralized mechanism which will allow medical researchers to readily obtain data pertaining to the medical histories of individuals having various types of cancer. Such histories would reflect background information like socio-economic status and previous medical experience(s), the basic characteristics of the tumor(s) involved, the medical treatment and outcome; also included would be information from various follow-up studies. Because many of the variables pertaining to one type of cancer do not necessarily pertain to other types (for example, smoking may be considered relevant to lung cancer but not to breast cancer) and because different hospitals may have different ways of collecting and recording similar data, the construction of a central data system appears at first to be an overwhelming task involving all variables relevant to all types of cancer and accounting for their definitions by different medical groups.
The problem may be simplified to some extent by adopting a variable-oriented point of view. By this we mean that the design of the file will be hinged to some extent on the types of queries, as expressed in terms of levels of variables, for which the system will be expected to provide information. For example, a study of the effect of a certain type of chemotherapy on middle-aged non-smokers with cancer of the larynx may be of interest. To carry out such research, we need to locate all individuals in the file who are relevant to this investigation. Suppose that all individuals have been uniquely identified by combinations of numbers reflecting the hospitals treating them and their own patient numbers within the respective hospitals. Let a system of cells be constructed in such a way that to each cell there corresponds a combination of levels of variables. In such cells, one then stores the patient identification numbers of all individuals whose histories satisfy the definition of the cell. If such a file has been constructed in a systematic way, then the cells pertaining to the different types of queries of interest can be located efficiently and quickly. Once this is done, the identification numbers stored there can be printed and the corresponding individuals then located. When this is achieved, their records can then be obtained from the files of the respective hospitals, and the relevant data extracted and analyzed.

In the example posed earlier, the variables and levels in the query are

<table>
<thead>
<tr>
<th>Variable</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. treatment</td>
<td>chemotherapy of given type</td>
</tr>
<tr>
<td>2. disease type</td>
<td>cancer of the larynx</td>
</tr>
<tr>
<td>3. age</td>
<td>middle-aged</td>
</tr>
<tr>
<td>4. does individual smoke?</td>
<td>no</td>
</tr>
</tbody>
</table>
To conduct the study, one has the filing system locate (by a computer operation) the cell relevant to the query and print out the identification numbers of the individuals there, after which he proceeds as outlined above. The point of this example is to reveal how a variable-oriented filing system can expedite the retrieval of data pertinent to research problems which can be expressed as queries involving variable levels. As a result of such efficient retrieval, the use of the different types of variable-oriented filing schemes to be discussed in what follows has a potentially great value to the design of centralized data systems like tumor registries.

In the next section we shall assign precise definitions to some of the concepts arising in a technical discussion of filing systems. Then we shall consider some of the well-known filing systems currently in existence, as well as some others which have been proposed from research conducted at the IBM Thomas J. Watson Research Center. In addition, the concepts of retrieval time and redundancy will be introduced as two criteria for evaluating the efficiency of a system.

1.2. A technical characterization of a filing system.

Most of the terminology here arises from this author's interpretation of the papers of Buchholz [20], Abraham, Ghosh, and Ray-Chaudhuri [1], and Ray-Chaudhuri [43]. The basic component of a file is an assembly of information which is called a record and which uniquely corresponds to a particular individual or item of interest. Each record has two basic parts. The first is an identification sequence like a serial number, patient number, Social Security number, etc., which is uniquely associated with the record or the subject giving rise to it. This
number is sometimes called the primary key since it represents the primary identifier. The second part of the record consists of a number of data fields which correspond in a one-to-one fashion to a number of attributes or information variables. These are sometimes called secondary keys. In this research, we will assume that, for any individual, each of the attributes can take exactly one of finitely many different values. The different values which an attribute may have will be called levels. Hence, what appears in the data fields of a record is precisely the appropriate combination of levels of attributes associated with the individual. Thus, in the example of the preceding section, if the number of patients in the registry is 900, and the numbers of levels of the four variables are 15, 40, 7, 2, respectively, a record of interest might be

<table>
<thead>
<tr>
<th>Patient number</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>324</td>
<td>Chemo-therapy</td>
</tr>
<tr>
<td></td>
<td>Cancer of the larynx</td>
</tr>
<tr>
<td></td>
<td>Middle-aged</td>
</tr>
</tbody>
</table>

Once the records of a collection of individuals have been obtained, they can be stored in some permanent memory. This may take the form of a block of filing cabinets, a card catalogue, or tape. The location of a record in the permanent memory is called its accession number. One aspect of the basic problem of file organization is the definition of the correspondence between accession numbers and primary keys. This process, which is called key transformation, has been discussed by a number of researchers in computer systems. For additional details and bibliography, the reader is referred to Buckholz [20]. Here we shall assume that the accession numbers have already been assigned (for
example, one may take them, in some instances, to coincide exactly with
the primary key, or one may be able to assign them serially).

The computerized aspect of a filing system arises from the storage
of the accession number of a record in several different addresses of the
fast-memory of a high-speed electronic computer; e.g., magnetic disks.
Usually, this fast memory may be conceived of as partitioned into a
number of disjoint subsets called buckets. The construction of these
buckets determines the difficulty with which information, as expressed
in terms of queries, is retrieved from the filing system. Here, a query
will be taken to mean a set of given levels for some particular subset
of attributes. The principal criterion for evaluating the efficiency
of a computerized filing system is the retrieval times required to
determine the accession numbers appropriate to different types of queries.
One way of decreasing retrieval time for any given query is to provide
a rule which associates with the query a bucket containing the relevant
accession numbers. However, for such a filing scheme to be efficient
with respect to a wide class of queries, some accession numbers will be
stored in more than one place. This redundancy is the price paid for
efficient retrieval and need not cause worry as long as the totality
of addresses is large enough to embrace the system. However, if the
fast-memory is not particularly large, redundancy becomes a problem
that must be adequately handled in the construction of the filing
system. Apart from the restrictions implied by this, the value of any
filing system will ultimately be evaluated by the retrieval time re-
quired to locate the records pertinent to the members of a class of
queries.
Finally, we should indicate that the concepts of retrieval time and redundancy are not as precise measures of efficiency as they appear to be. Unfortunately, the definitions of both terms can be considered vague when viewed from a theoretical point of view. This results from the dependence of these quantities more on the properties of the particular computer involved than on the filing system. The implications of these remarks to the problem of comparing different filing systems will be seen later.

1.3. The inverted filing systems.

At present, one of the most widely used filing systems is known as the simple or first order inverted filing system. The structure of such filing schemes is characterized by a correspondence between levels of attributes and buckets; i.e., if \( A_{ij} \) represents the \( j \)-th level of the \( i \)-th attribute, where \( i = 1, 2, \ldots, v \) and \( j = 1, 2, \ldots, n_i \), then a bucket \( M_{ij} \) is associated with each \( A_{ij} \), giving \( N_i = \sum_{i=1}^{v} n_i \) buckets in all. The buckets \( \{M_{ij}\} \) represent disjoint sets of addresses in the fast memory of a computer. The accession number of a record is stored at one of the addresses contained in \( M_{ij} \) provided that the individual involved possesses the \( j \)-th level of the \( i \)-th attribute. In doing this, we necessarily must assume that each of the sets \( M_{ij} \) contains sufficiently many addresses as to allow the storage of the accession numbers for all the records of individuals having \( A_{ij} \). Since, in many instances, accession numbers will be of a somewhat small dimension to store (e.g., they will seldom involve more than ten decimal digits) this assumption is not too unrealistic for most large-scale computers.

The first order inverted filing system is very efficient in retrieving queries which are specified in terms of one level of one
attribute. For example, to retrieve all records with \( A_{11} \), the computer first determines \( M_{11} \) as the bucket corresponding to \( A_{11} \) and then proceeds to print the accession numbers located there. These accession numbers may then be used to extract sequentially from the slow permanent memory each of the records with \( A_{11} \). The determination of the appropriate bucket \( M_{ij} \) for the query \( A_{ij} \) is achieved by letting a bucket identification number correspond to each bucket. For example, the bucket identification number associated with \( M_{ij} \) may be taken as \( w_{ij} = \sum_{\alpha=0}^{i-1} n_{\alpha} + j \), where \( n_0 = 0 \); thus, the \( w \)'s are \( 1, 2, \ldots, N \). Similarly, \( w_{ij} \) may be used as a query identification number corresponding to the query \( A_{ij} \). Hence, to determine the appropriate bucket for a given query, all that is involved is first the computation of the query identification number \( w_{ij} \) and then a comparison of \( w_{ij} \) with all the bucket identification numbers in the natural serial order until a match occurs.

The addresses of the corresponding bucket (which contains the relevant accession numbers) are linked to the location of the bucket identification number by a process called chaining. Loosely speaking, this means that once a positive decision has been reached at the address of the bucket identification number, the computer is instructed to proceed to the chained address which, for example, may be the first element of the bucket. It then proceeds as indicated before.

The dominant component of the retrieval time associated with a single attribute query is the time required to match the bucket and query identification numbers. If \( \tau_b \) represents the time required for each comparison, then for the query \( A_{ij} \) with query identification number \( w_{ij} \), the matching time is approximately \( w_{ij} \tau_b \). If all the single attribute queries \( A_{ij} \) are equally likely, the average retrieval
time is \( T_{l,m} = \frac{1}{N_1} \sum_{w=1}^{N_1} w_{b} = (N_1 + 1)\tau_b / 2 \). Alternatively, in some instances, a binary search technique can be applied to this matching problem instead of the serial comparison discussed above. By this we mean that the query identification number is first compared with the middle bucket identification number (say \( \lceil (N_1 + 1) / 2 \rceil \), where \( \lfloor u \rfloor \) denotes the greatest integer not exceeding \( u \)) to determine whether it is larger or smaller. If it is larger, then a comparison is made with the \( 3/4 \)-point; otherwise, with the \( 1/4 \)-point. This successive halving of relevant sub-intervals is continued until the desired match occurs. An upper bound for the time required by the binary search is approximately \( T_{l,m} = \lceil \log_2 N_1 \rceil \tau_b \) where \( \lfloor u \rfloor \) denotes the smallest integer greater than \( u \). Although \( T_{l,m} \) is of smaller order than \( T_{l,a} \), the binary search technique may not always be feasible. Hence, both of these retrieval time functions are used to express the efficiency of the system.

Finally, one should note that the redundancy of the simple inverted filing system is \( R_1 = v \). This follows from the fact that the accession number of a record is stored in exactly one of the \( n_i \) buckets \( M_{i,j} \) associated with the \( i \)-th attribute, since the corresponding individual must possess exactly one of those \( n_i \) levels. Since there are \( v \) attributes in all, each accession number appears in \( v \) addresses.

From what has been said previously, the first order inverted filing system appears to be a reasonably satisfactory scheme. Unfortunately, serious complications arise for it when the information retrieval problem involves multiple attribute queries. In particular, to retrieve a query involving two attributes, the system must first extract all records in each of the two corresponding buckets and then
find the records common to the two sets by matching the accession numbers. For example, to retrieve the query \{A_{11}, A_{21}\} first the buckets \(M_{11}\) and \(M_{21}\) must be identified and then the set of accession numbers belonging to \(\tilde{M}_{11} \cap \tilde{M}_{21}\) must be determined, where \(\tilde{M}_{ij}\) denotes the set of accession numbers stored at \(M_{ij}\). It is this latter part of the retrieval procedure that can require a large amount of computer time, for it requires that each accession number in \(\tilde{M}_{11}\) be compared with each of those in \(\tilde{M}_{21}\) until a decision can be reached as to whether it belongs to \(\tilde{M}_{11} \cap \tilde{M}_{21}\). If the accession numbers in each of the buckets are serially ordered, then the time required to match the two lists determined from a two-fold query can be reduced by applying the binary search technique mentioned earlier. In particular, if \(m_{11}\) individuals had \(A_{11}\) and \(m_{21}\) had \(A_{21}\), then at most \([\log_2 m_{21}]\) comparisons need be made to determine whether a given accession number in \(\tilde{M}_{11}\) has a match in \(\tilde{M}_{21}\) (the non-existence of a match is determined when no match has occurred and no further cuts are possible). Thus, the upper bound on the total time required for the matching is \(m_{11}[\log_2 m_{21}] + \tau_a\) where \(\tau_a\) is the time required for each comparison. Adding to this the time required to identify \(M_{11}\) and \(M_{21}\), we find an upper bound for the retrieval time to be \(2[\log_2 n_1] + \tau_b + m_{11}[\log_2 m_{21}] + \tau_a\). The important point to note here is that the time required for this matching is an increasing function of the size of the file, because as more and more records are added to the file, the numbers of individuals \(m_{ij}\) with \(A_{ij}\) for \(i = 1, 2, \ldots, v\) and \(j = 1, 2, \ldots, n_i\) all increase. Hence, quantities like \(m_{11}[\log_2 m_{21}]\) all increase. This fact represents the most striking disadvantage of the inverted filing system for retrieving records pertinent to two-fold queries. With queries involving more than
two attributes, this problem becomes progressively more and more serious. For example, to retrieve the query \( \{A_{11}, A_{21}, \ldots, A_{\tau 1}\} \), where \( \tau \leq v \), the set \( \tilde{M}_{11} \cap \tilde{M}_{21} \cap \ldots \cap \tilde{M}_{\tau 1} \) must be determined by successive matching. As a result, if the future demands upon a filing system will involve the frequent retrieval of multiple attribute queries, then a need arises to consider schemes which are more appropriate for handling these than the first order inverted filing system.

A direct generalization of the simple inverted filing system is the second order inverted filing system, the construction of which is oriented at the retrieval of queries involving two attributes. In this scheme, a bucket \( M_{ij; i'j'} \) is made to correspond with a distinct pair of levels of different attributes \( A_{ij} \) and \( A_{i'j'} \), with \( i, i' = 1, 2, \ldots, v \) and \( i' > i \); \( j = 1, 2, \ldots, n_i \); \( j' = 1, 2, \ldots, n_{i'} \). This gives a total of \( N_2 = \Sigma_{i=1}^{v} \Sigma_{i'>i}^{v} n_i n_{i'} \) buckets in all. An accession number is stored in \( M_{ij; i'j'} \), provided that the individual involved possesses the j-th level of the i-th attribute and the \( j' \)-th level of the \( i' \)-th attribute. As in the case of the single-attribute buckets, the \( \{M_{ij; i'j'}\} \) are assumed to be sufficiently large disjoint subsets of the fast memory as to contain the accession numbers of all records of individuals having both \( A_{ij} \) and \( A_{i'j'} \).

By definition, the second order inverted filing system enables two-fold queries to be retrieved efficiently. In the example of the query \( \{A_{11}, A_{21}\} \) discussed earlier, all that is involved is the identification of the bucket \( M_{11; 21} \). As before, query identification numbers and bucket identification numbers can be assigned. For example, the identification for \( \{A_{ij}, A_{i'j'}\} \) may be taken as the ordered pair \( (w_{ij}, w_{i'j'}) \)
two-fold queries than the inverted filing system.

... of which are the given attribute level and all levels of some other attribute. The second order inverted filing system can also be used to handle single attribute queries. This is accomplished by associating with the single attribute a series of two-fold queries, the components of which are the given attribute level and all levels of some other attribute. For example, to retrieve \( A_{11} \), the procedure can be to retrieve \( A_{11}, A_{21}, \ldots, A_{11}, A_{2n_2} \), where the fact that the buckets \( M_{11;21}, M_{11;22}, \ldots, M_{11;2n_2} \) are consecutive can be exploited by the use of a chaining option on the single attribute queries. By an extension of this argument, the following correspondence can be constructed.

<table>
<thead>
<tr>
<th>Single Attribute Query Involves Levels of Attribute</th>
<th>Paired Are All Levels of Attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
To handle queries involving the v-th attribute, of course, the pairs \( \{A_{v,i}, A_{v,i}' \} \) would have to be reversed, because of the condition \( i < i' \) in the bucket identifications. Although this procedure appears somewhat complex, efficient chaining reduces the search to the location of the bucket corresponding to the first element of the sequence of pairs. Hence, the quantities \( T_{2,a} \) and \( T_{2,m} \) approximately express the magnitude of retrieval time in this system for both uni-fold and two-fold queries. Since \( N_2 > N_1 \), the second order inverted filing system is not as efficient for single attribute queries as is the simple inverted filing system. This essentially represents one of the prices paid for the much increased efficiency with respect to two-fold queries.

Another disadvantage of the second order inverted filing system is the much increased redundancy associated with it. Since each individual record must possess exactly one of the possible values of each pair of attributes, its accession number will appear in \( C = \frac{v(v-1)}{2} \) different buckets. Hence the redundancy of this scheme is \( R_2 = \frac{v(v-1)}{2} \), which exceeds \( R_1 \) for \( v > 3 \).

If one is willing to increase the redundancy somewhat further, uni-fold queries may be handled more efficiently by supplementing the second order inverted filing system with the \( N_1 \) buckets of the simple inverted filing system. The number of buckets for the combined system is \( N_c = N_1 + N_2 \). One then sets up a structure of identification numbers as before. This scheme may be readily used to retrieve uni-fold queries essentially as efficiently as the simple inverted filing system and two-
fold queries essentially as efficiently as the second order inverted filing system. The price of this additional efficiency is the increase in redundancy, which now has become \( R_c = v + \frac{v(v-1)}{2} \).

As one would naturally suspect, once interest arises in three-fold and higher-order queries, the second order inverted filing system is no longer efficient since retrieval involves matching of accession numbers; and hence the time required for it depends directly on the size of the file. In particular, to retrieve \([A_{11}, A_{21}, A_{31}]\), the buckets \( M_{11;21} \) and \( M_{11;31} \) must be identified and then the set of accession numbers belonging to \( \tilde{M}_{11;21} \cap \tilde{M}_{11;31} \) determined. The consequences of this are essentially the same as were observed in the case of two-fold queries with the simple inverted filing system. The problem of course becomes progressively more serious as the order of the query to be retrieved increases.

One could consider the concepts of third and higher order inverted filing systems. However, when this is done, the redundancy can become intractably large. Indeed, for the t-th order inverted filing system, \( R_t = \binom{v}{t} \), which increases rapidly for increasing t up to \( v/2 \). Also the number of buckets, \( N_t = \sum_{i_1 < i_2 < \ldots < i_t} n_{i_1} n_{i_2} \ldots n_{i_t} \), becomes quite large, causing the matching of query and bucket identification numbers to require much more time. These problems suggested the need for other types of filing systems which are efficient for the retrieval of multiple-attribute queries. In the remaining sections we shall consider some of the constructions possible by using various methods of combinatorial mathematics.
1.4. Filing schemes based on finite geometries.

One of the first attempts to apply the methods of combinatorial mathematics to the construction of efficient filing systems involved the use of the structure of finite geometries. In this section we shall consider the results obtained from this approach by Abraham, Ghosh, and Ray-Chaudhuri [1], and Ghosh and Abraham [28].

First, let us briefly summarize the properties of the two types of finite geometries: the finite projective geometry, denoted by $PG(N,q)$, and the finite Euclidean geometry, denoted by $EG(N,q)$, where $q$ is an integer power of some prime integer $p$. A more complete discussion is given in, for example, Carmichael [22] or Bose [3].

1.4.1. The finite projective geometry $PG(N,q)$.

The points of $PG(N,q)$ are represented by $(N+1)$-tuples $x' = (x_0, x_1, \ldots, x_N)$, where $x_0, x_1, \ldots, x_N$ belong to the Galois field $GF(q)$, a finite system of $q$ elements on which are defined two arithmetic operations (addition and multiplication) that satisfy the same basic axioms characteristic of the rational numbers. In addition, the vectors $x'$ and $\rho x' = (\rho x_0, \rho x_1, \ldots, \rho x_N)$, where $\rho$ is any non-zero element of $GF(q)$, are regarded as the same point, and $(0, 0, \ldots, 0)$ is not regarded as a point. Hence, there are $(q^{N+1} - 1)/(q - 1)$ points in $PG(N,q)$.

An $m$-dimensional flat space, called an $m$-flat, is defined to be the set of points satisfying the $(N - m)$ linearly independent homogeneous equations $Ax = 0$, where $A$ is a full-rank $(N - m) \times (N + 1)$ matrix of elements from $GF(q)$. Alternatively, all points whose corresponding row vectors lie in the vector space generated by the rows of $A$ constitute an $(N-m-1)$-flat, which is called the dual of the $m$-flat. In
this sense, a point is referred to as a zero-flat; a line, a one-flat; a plane, a two-flat; etc. The number of points belonging to any 
(N-m-1)-flat is \((q^{N-m} - 1)/(q - 1)\) where the fact that two possible non-null combinations of the rows of \(A\) are not allowed to be proportional is accounted for by the division. Let \(\xi(N - 1, q)\) denote the number of distinct \((N-1)\)-flats in \(\text{PG}(N, q)\). Then \(\xi(N, q)\) equals the number of ways of choosing \(N-1\) independent points in \(\text{PG}(N, q)\) divided by the number of ways of choosing \((N - m - 1)\) independent points in \(\text{PG}(N - m - 1, q)\); i.e.,

\[
\xi(N, N-m-1, q) = \frac{(q^{N-m-1})(q^{N-1})\cdots(q^{m+1})}{(q^{N-m})(q^{N-m-1})\cdots(q-1)}
\]

(1.4.1)

With the above framework in mind, we may note that the function \(\xi\) satisfies the following relations:

\[
\xi(N, m, q) = \xi(N, N-m-1, q)
\]

(1.4.2)

The first equality results from the duality of \(m\)-flats and \((N-m-1)\)-flats; the second represents a definition so that the first is valid for any integer \(m\) such that \(0 \leq m \leq N\).

1.4.2. The finite Euclidean geometry \(\text{EG}(N, q)\).

The points of \(\text{EG}(N, q)\) are represented by \(N\)-tuples \(x' = (x_1, \ldots, x_N)\), where \(x_1, x_2, \ldots, x_N\) belong to \(\text{GF}(q)\). Each of the possible \(N\)-tuples corresponds to a distinct point, \((0, 0, \ldots, 0)\) included. Hence, there are \(q^N\) points in all.

An \(m\)-dimensional flat space is defined to be the set of points
satisfying the \((N - m)\) linearly independent non-homogeneous equations
\[ A_1 x = a_0, \]
where \(A_1\) is an \((N - m)\times N\) matrix and \(a_0\) is an \((N - m)\times 1\) vector with elements from \(GF(q)\). On the other hand, a dual \((N - m)\)-flat may be obtained as the set of points whose corresponding row vectors lie in the vector space generated by the rows of \(A_1\). Thus, the number of points in such an \((N - m)\)-flat is \(q^{N-m}\).

The Euclidean geometry \(EG(N, q)\) may be extracted from the projective geometry \(PG(N, q)\) by deleting the so-called \((N - 1)\)-flat at infinity \(x_0 = 0\) and all points and flats contained in it. Hence, the number of \(m\)-flats in \(EG(N, q)\) equals the number of \(m\)-flats in \(PG(N, q)\) less the number of \(m\)-flats contained in the \((N - 1)\)-flat \(x_0 = 0\); i.e.,
\[ \hat{s}(N, m, q) - \hat{s}(N - 1, m, q) = q^{N-m} \hat{s}(N - 1, m - 1, q). \]

The various \(m\)-flats can be partitioned into parallel bundles by allowing the associated vectors \(a_0\) to assume all possible values. In this way, there are \(q^{N-m}\) \(m\)-flats in each such parallel bundle and \(\hat{s}(N - 1, m - 1, q)\) distinct parallel bundles in all. Finally, each point in \(EG(N, q)\) lies in exactly one of the \(m\)-flats belonging to any parallel bundle.

1.4.3. Balanced multiple filing schemes.

Let us assume that there are \(v = p^r\) attributes, each of which can take \(s = p^m\) values, where \(p\) is a prime integer. Suppose further that there is interest in a filing system capable of efficient retrieval of queries involving pairs of levels of different attributes. This problem may be attacked by using finite geometries.

Let \(u, c,\) and \(N\) be any integers such that \(uc = m\) and \(uN = (m + m)\). In particular, we may always take \(u = 1, c = m,\) and \(N = (m + m)\). Consider a parallel bundle of \(c\)-flats in the Euclidean geometry \(EG(N, q)\) where \(q = p^u\).
Let each c-flat in the bundle be identified with a unique attribute, and let each point on any given one of these c-flats be identified with a unique level of the associated attribute. This correspondence is a well defined one since each point in $\mathbb{F}(N,q)$ belongs to exactly one of the c-flats in the parallel bundle. In addition because there are $q^{N-c} = p^n = v$ c-flats in the bundle and since each c-flat contains $q^c = p^m = s$ points, all levels of all attributes have been accounted for. The buckets of a filing system may be identified in a one-to-one way with the set of all lines in the geometry except those lying within any one of the $v = q^{N-c}$ c-flats in the given parallel bundle. Hence, the number of buckets $b$ is given by

$$b = q^{N-1} \phi(N-1, 0, q) - q^{N-c} \left( q^{c-1} \phi(c-1, 0, q) \right) \quad (1.4.3)$$

$$= q^{N-1} \left( \phi(N-1, 0, q) - q^{c-1} \phi(c-1, 0, q) \right)$$

$$= q^{N-1} \left[ \frac{q^{N-1}}{q-1} - \frac{q^{c-1}}{q-1} \right]$$

$$= q^{N-1} \left( q^N - q^c \right) / (q - 1)$$

$$= q^{N+c-1} (q^{N-c-1}) / (q - 1)$$

$$= v(v-1)s^2 / (q-1)$$

Since through any two points there passes exactly one line, it follows that to each two-fold query there corresponds exactly one bucket. Moreover, the fact that $q$ points lie on any line means that any given bucket pertains to $q(q-1)/2$ different queries. As a result, one may note that all $v(v-1)s^2/2$ possible two-fold queries are accounted for by verifying the relation

$$bq(q-1)/2 = v(v-1)s^2/2. \quad (1.4.4)$$

Hence, we have the following theorem.
Theorem (1.4.1). There exists a filing system oriented toward two-fold queries for the case \( v = p^n \) and \( n_1 = n_2 \ldots = n_v = s = p^m \), where \( p \) is a prime integer. It is based on \( b = v(v-1) s^2/q(q-1) \) buckets, each of which pertains to pairs formed from \( q \) levels of different attributes; here \( q = p^u \), \( u \) being an integer which is a common divisor of \( m \) and \( n \).

In the actual filing system described above, the accession number for a record of an individual is stored in a given bucket if he possesses any two of the levels of attributes to which the bucket pertains. The actual filing is further refined by partitioning each bucket into a number of sub-buckets so that to each of the two-fold queries associated with a bucket, there corresponds a sub-bucket. The sub-buckets may be ordered by using the implied ordering on pairs of attributes that may be derived from an ordering of the attributes. For example, if a bucket pertains to \( A_{21}, A_{53}, A_{72}, A_{84} \), the ordering for the sub-buckets corresponds to

\[
\{A_{21}, A_{53}\}, \{A_{21}, A_{72}\}, \{A_{21}, A_{84}\}, \{A_{53}, A_{72}\}, \{A_{53}, A_{84}\}, \{A_{72}, A_{84}\}.
\]

The actual sub-bucket which will contain the accession number of a record is the first one in the ordering for which the individual has the associated pair. In this way, any given record is stored at most once in any bucket.

To retrieve the query \{\( A_{ij}, A_{i'j'} \)\}, first the appropriate bucket is identified by determining the unique line through the points corresponding to \( A_{ij} \) and \( A_{i'j'} \). After this is done, the sub-bucket is located by matching a query identification number with a sub-bucket identification number in a fashion similar to that indicated in the preceding sub-section. All records associated with this sub-bucket are then retrieved. However, not all records satisfying this query
are accounted for by this sub-bucket. In fact, for each $A_{ij}''$, associated
with the bucket and such that $i'' < i$, individuals having $A_{ij}'$, $A_{ij}$,
and $A_{i''j}$, are stored in the sub-bucket corresponding to $\{A_{ij}'', A_{ij}\}$.
Such records are retrieved by having their respective sets of addresses
chained to the sub-bucket associated with $\{A_{ij}', A_{ij}\}$. Similarly,
chaining must also be made to sub-buckets corresponding to $\{A_{ij}''$, $A_{i''j}$, $A_{i''j''}\}$ where $i'' < i''' < i$. Some of the details involved here
will be illustrated later in an example.

Filing systems like the one described above have been called second
order balanced multiple filing schemes by Ghosh and Abraham [28]. They
considered the case associated with Theorem (1.4.1) when $c = 1$, $u = m$,
and $(n/u)$ is an integer.

Another type of balanced multiple filing system may be based on
the projective geometry in which the Euclidean geometry previously
considered is embedded. Consider the projective analogue of the
parallel bundle of c-flats together with a parallel bundle of c-flats
lying in the $(N-1)$-flat at infinity such that all the c-flats involved
intersect in the same $(c-1)$-flat contained in the $(N-1)$-flat at infinity.
By duality, the number of distinct c-flats passing through a common
$(c-1)$-flat is the same as the number of $(N-c-1)$-flats lying in an $(N-c)$-
flat and hence equals $\phi(N-c, N-c-1, q) = \phi(N-c, 0, q)$. To each of these
c-flats, let there correspond a unique attribute. The number of points
lying in any given one of these c-flats but not in the common $(c-1)$-flat
is $\phi(c, 0, q) - \phi(c-1, 0, q) = q^c$. To each of these points, let there
correspond a unique level of the associated attribute. If the lines in
PG($N$, $q$), other than those in the previously specified c-flats are taken
to represent the buckets of a filing system, then by an argument similar
to that given for theorem (1.4.1), we have

**Theorem (1.4.2).** There exists a second order balanced multiple filing system for the case \( v = \hat{v} \) (N-c, 0, q) and \( n_1 = n_2 = \ldots = n_v = s \), where \( s = q^c = p^m \) and where \( q = p^u \), \( p \) being a prime integer. It is based on

\[ b = \frac{v(v-1)s^2}{q(q+1)} \]

buckets, each of which pertains to pairs formed from \( (q+1) \) levels of different attributes. Moreover, to any two-fold query there corresponds exactly one bucket.

One may verify the expression for \( b \) from

\[
\begin{align*}
\hat{v}(N, 1, q) - \hat{v}(N-c, 0, q)[\hat{v}(c, 1, q) - \hat{v}(c-1, 1, q)] - \hat{v}(c-1, 1, q) \\
= & \frac{(q^{N+1} - 1)(q^N - 1)}{(q^2 - 1)(q - 1)} - \frac{(q^{N+c+1} - 1)(q^c - 1)(q^c - 1)}{(q^2 - 1)(q - 1)} - \frac{(q^{c-1})(q^{c-1}-1)}{(q^2 - 1)(q - 1)} \\
= & \frac{(2N+1 - q^N - q^N + 1) - (q^c - 1)(q^{N+1} - q^c + q^N - 1)}{(q^2 - 1)(q - 1)} \\
= & \frac{(2N+1 - q^N - q^N + 1) - (q^{N+c+1} - q^c + q^{N+c} - q^c - q^N + q^N + 1)}{(q^2 - 1)(q - 1)} \\
= & \frac{(2N+1 - q^N - q^N + 1) - \frac{q^c(q^{2N+1} - q^{N+c+1} - q^{N+c} + 1)}{(q^2 - 1)(q - 1)}}{(q^2 - 1)(q - 1)} \\
= & \frac{2c(q^{2N+1} - q^{N+c+1} - q^{N+c} + 1)}{(q^2 - 1)(q - 1)} \\
= & \frac{2c(q^{N+c+1} - 1)(q^{N+c} - 1)}{(q^2 - 1)(q - 1)} \\
= & \frac{N-c+1}{q-1} \cdot \frac{q(q^{N-c} - 1)}{q(q+1)} \\
= & \frac{v(v-1)s^2}{q(q+1)}
\end{align*}
\]
For the case $c = 1$, the result given in Theorem (1.4.2) coincides with that obtained by Ghosh and Abraham [28].

Records are stored in the buckets and sub-buckets of the filing system associated with Theorem (1.4.2) according to rules similar to those described for Theorem (1.4.1). The retrieval procedure for any two-fold query involves solving a set of equations to identify the bucket, matching to determine the sub-bucket, and chaining as indicated before. Let us now look at an example of the mechanical aspects of the filing schemes obtainable from Theorems (1.4.1) and (1.4.2).

**Example (1.4.1).** Suppose there are $v = 7$ attributes, each of which assumes $s = 2^2 = 4$ levels. Let $q = 2$. Then $4 = s = q^c$ gives $c = 2$, and $7 = v = \frac{s(N-c, 0, q)}{s(N-2, 0, 2)}$ gives $N = 4$. Consider the line at infinity in $PG(4,2)$ defined by the equations

$$x_0 = 0, x_1 = 0, x_2 = 0.$$  

The seven planes through this line and their corresponding attributes are

$$A_1: \quad x_0 = 0, x_1 = 0$$
$$A_2: \quad x_0 = 0, x_2 = 0$$
$$A_3: \quad x_0 = 0, x_1 + x_2 = 0$$
$$A_4: \quad x_1 = 0, x_2 = 0$$
$$A_5: \quad x_1 = 0, x_0 + x_2 = 0$$
$$A_6: \quad x_2 = 0, x_0 + x_1 = 0$$
$$A_7: \quad x_0 + x_2 = 0, x_1 + x_2 = 0$$

The points associated with the levels $A_{ij}$ of the attributes are as follows:
is \( x^u \) then
\[ a \prec b \prec c \preceq \ldots \]

iv. the coefficient of \( x^u \) is zero in every equation except the \( u \)-th

The buckets of the filing scheme correspond to the lines in the
generating which do not lie entirely in any one of the seven planes
associated with \( A_1, \ldots, A_7 \). Bucket identification numbers can be
formed by sequencing the row vectors of the matrix of coefficients
associated with the defining equations. However, the equations
passing through the points

\[
\begin{align*}
A_{11}: 00100 & \quad A_{21}: 01000 & \quad A_{31}: 01100 & \quad A_{41}: 10000 \\
A_{12}: 00101 & \quad A_{22}: 01001 & \quad A_{32}: 01101 & \quad A_{42}: 10001 \\
A_{13}: 00110 & \quad A_{23}: 01010 & \quad A_{33}: 01110 & \quad A_{43}: 10010 \\
A_{14}: 00111 & \quad A_{24}: 01011 & \quad A_{34}: 01111 & \quad A_{44}: 10011 \\
A_{51}: 10100 & \quad A_{61}: 11000 & \quad A_{71}: 11100 \\
A_{52}: 10101 & \quad A_{62}: 11001 & \quad A_{72}: 11101 \\
A_{53}: 10110 & \quad A_{63}: 11010 & \quad A_{73}: 11110 \\
A_{54}: 10111 & \quad A_{64}: 11011 & \quad A_{74}: 11111
\end{align*}
\]

It is this form of the matrix of coefficients which will be used to assign
the bucket identification numbers. For example, the line defined by
\( x_0 = 0, \ x_2 = 0, \ x_4 = 0 \) is in row-echelon form and may be identified by
the number 100000010000001. This line passes through the points

\[
A_{11}: 00100, \quad A_{21}: 01000, \quad A_{12}: 01100.
\]

Sub-bucket identification numbers

\[
A_{11}: 00100, \quad A_{21}: 01000, \quad A_{12}: 01100.
\]

Sub-bucket identification numbers

may be assigned by sequencing the points corresponding to the pairs of
attribute levels associated with the sub-buckets. For example, the
sub-bucket pertaining to \( \{A_{11}, A_{21}\} \) can be denoted by 0010001000. The
sub-buckets in any given bucket can be ordered on the basis of their identification numbers. For the bucket under consideration, this is

\[
\{A_{11}, A_{21}\} \quad 0010001000 \\
\{A_{11}, A_{31}\} \quad 0010001100 \\
\{A_{21}, A_{31}\} \quad 0100001100 
\]

The storage procedure for the accession number of a record having any two of \(A_{11}, A_{21}, A_{31}\) is

- Part (i) of Sub-bucket 0010001000 if \(A_{11}, A_{21}\), but not \(A_{31}\);
- Part (ii) of Sub-bucket 0010001000 if \(A_{11}, A_{21}, A_{31}\);
- Sub-bucket 0010001100 if \(A_{11}, A_{31}\), but not \(A_{21}\);
- Sub-bucket 0100001100 if \(A_{21}, A_{31}\), but not \(A_{11}\).

The sub-buckets 0010001100 and 0100001100 are chained to Part (ii) of sub-bucket 0010001000 because the records there satisfy all three of the different possible two-fold queries associated with the bucket.

What has just been indicated can be used to formulate the storage procedures for the other buckets.

Let us now consider what is involved in the retrieval of a query, say \(\{A_{33}, A_{74}\}\). First, we need to determine the unique line through (01110) and (11111). This is done by solving the equations

\[
a_1 + a_2 + a_3 = 0, \\
a_0 + a_1 + a_2 + a_3 + a_4 = 0.
\]

A solution is

\[
\begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
a_3 \\
a_4
\end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 1 \end{bmatrix} a_0 + \begin{bmatrix} 0 \\ 1 \\ 0 \\ 1 \\ 1 \end{bmatrix} a_1 + \begin{bmatrix} 0 \\ 1 \\ 1 \\ 0 \\ 0 \end{bmatrix} a_2.
\]
and hence the line is given by $x_0 + x_4 = 0$, $x_1 + x_3 = 0$, $x_2 + x_3 = 0$
which is in row-echelon form and has the identification number 100010101000110. This number is then compared against an ordering of bucket identification numbers until a match occurs. In this way, the relevant bucket is located. The points lying on the above line are $A_{j3}: 01110$, $A_{j2}: 10001$, and $A_{j_4}: 11111$. The sub-bucket 0111011111 is located by matching and all accession numbers from it are extracted. Then the relevant part of the sub-bucket 0111010001 is reached by chaining and the retrieval procedure is completed.

1.4.4. Retrieval time for balanced multiple filing schemes.

Ghosh and Abraham [28] cite four basic components for the retrieval time in filing schemes based on finite geometries. These are

- $T_1$ = time needed to solve the algebraic equations to determine the bucket identification number.
- $T_2$ = time needed for matching the bucket identification number.
- $T_3$ = time needed for matching the sub-bucket identification number.
- $T_4$ = time needed for tracing sub-bucket chaining when necessary.

Let $\tau_G$ be the time needed to compare two identification numbers. The quantities $T_1$, $T_4$, and $\tau_G$ are assumed to be parameters of the particular system involved. If the bucket and sub-bucket identification numbers have been ordered as previously indicated, then the average retrieval time is given by

$$T_{G,a} = T_1 + T_4 + \left(\frac{b+1}{2}\right) \tau_G + \left\{ \begin{array}{ll}
[ \left( \frac{q}{2} \right) + 1 ] \tau_G/2 & \text{for } EG(N,q) \text{ system} \\
[ \left( \frac{q+1}{2} \right) + 1 ] \tau_G/2 & \text{for } PG(N,q) \text{ system}
\end{array} \right.$$
where \( b \) has the value appropriate to the system. The binary search technique is not overly useful here because the upper bound associated with it for \( T_2 + T_3 \) is 
\[
\tau_g \left( \log_2 \left( (v-1)s^2/2 \right) \right) = \tau_g \left( \log_2(N_2) \right)
\]
which is the same quantity given for the second order inverted filing system. However, if the matching time for determining the bucket is some quantity \( \varepsilon \leq \tau_g \), then the binary search technique is practical.

In this case, the following upper bound is of interest.

\[
T_{G,m} \leq T_1 + T_4 + \varepsilon \left[ \log_2 b \right]_+ + \left\{ \begin{array}{ll}
\tau_g \left[ \log_2 \left( \frac{q}{2} \right) \right]_+ & \text{for } BG(N,q) \text{ system} \\
\tau_g \left[ \log_2 \left( \frac{q+1}{2} \right) \right]_+ & \text{for } PG(N,q) \text{ system}
\end{array} \right.
\]

where \( b \) has the value appropriate to the system. Note that both \( T_{G,a} \) and \( T_{G,m} \) do not depend on the number of records in the file.

4.5. Redundancy in balanced multiple filing schemes.

Suppose that there are \( M \) records, where \( M \) is an integer multiple of \( s^v \), and that each of the possible \( s^v \) records occurs equally often; i.e., we assume a uniform distribution of records. Let the redundancy of the balanced multiple filing scheme be defined as the average number of times each record appears in the file. In this sense, an exact expression will now be derived for the redundancy. The basic approach used represents a slight extension of that of Ghosh and Abraham [28] who obtained approximate results.

Let the attribute levels corresponding to the different points on a line be denoted \((a_1, a_2, ..., a_r)\) where the subscript ordering is derived from the original ordering of the attributes. Let \((a_i, a_j)\) denote the number of records stored in the sub-bucket corresponding to the \( a_i, a_j \) combination of attributes. Let \([a_i, a_j]\) denote the number of records having \( a_i, a_j \). Then we have the following results
(a_1, a_2) = [a_1, a_2] = M/s^2
(a_1, a_3) = [a_1, a_3] - [a_1, a_2, a_3] = (M/s^2) - (M/s^3)
(a_1, a_4) = [a_1, a_4] - [a_1, a_2, a_3] - [a_1, a_2, a_3, a_4] + [a_1, a_2, a_3, a_4] = (M/s^2) - 2(M/s^3) + (M/s^4)

...
(a_1, a_r) = [a_1, a_r] - [a_1, a_2, a_r] - ... - [a_1, a_{r-1}, a_r] + [a_1, a_2, a_3, a_r] + ... + (-1)^r [a_1, a_2, ..., a_r]

= M(s-1)^{r-2}/s^r

(a_2, a_3) = [a_2, a_3] - [a_1, a_2, a_3] = M(s-1)/s^3
(a_2, a_4) = [a_2, a_4] - [a_1, a_2, a_3] - [a_1, a_2, a_3, a_4] + [a_1, a_2, a_3, a_4] = M(s-1)^2/s^4

...
(a_2, a_r) = [a_2, a_r] - [a_1, a_2, a_r] - ... - [a_2, a_{r-1}, a_r] + [a_1, a_2, a_3, a_r] + ... + (-1)^r [a_1, a_2, ..., a_r]

= M(s-1)^{r-2}/s^r

(a_3, a_4) = [a_3, a_4] - [a_1, a_2, a_3] - [a_1, a_2, a_3, a_4] + [a_1, a_2, a_3, a_4] = M(s-1)^2/s^4

...
(a_{r-1}, a_r) = [a_{r-1}, a_r] - [a_1, a_{r-1}, a_r] - ... - [a_{r-2}, a_{r-1}, a_r] + [a_1, a_2, a_{r-1}, a_r] + ... + (-1)^r [a_1, a_2, ..., a_r]

= M(s-1)^{r-2}/s^r

Thus, the total number of records associated with any bucket is given by

\[ c = \left\{ M/s^2 \right\} \left\{ (r-1)(1-\frac{1}{s^2})^{r-2} + (r-2)(1-\frac{1}{s^2})^{r-3} + \cdots + 3(1-\frac{1}{s^2})^2 + 2(1-\frac{1}{s^2}) + 1 \right\} \]

\[ = \left\{ M/s^2 \right\} \sum_{j=0}^{r-2} (j+1)(1-\frac{1}{s^2})^j \]
\[ R_G = \frac{c_b}{M} \]

The redundancy \( R_G = \frac{c_b}{M} \), where \( b \) is the number of buckets, is given by

\[ R_G = \left( 1 - \left( \frac{r+s-1}{s} \right) \left( 1 - \frac{1}{s} \right)^{r-1} \right) b. \]

For the scheme of Theorem (1.4.1), we have

\[ R_{EG} = \left( 1 - \left( \frac{c+s-1}{s} \right) \left( 1 - \frac{1}{s} \right)^{c-1} \right) \frac{v(v-1)s^2}{q(q-1)}, \]

while for the scheme of Theorem (1.4.2), we have

\[ R_{PG} = \left( 1 - \left( \frac{a+s-1}{s} \right) \left( 1 - \frac{1}{s} \right)^{a-1} \right) \frac{v(v-1)s^2}{q(q-1)}, \]

In particular, for Example (1.4.1), we have

\[ R_{PG} = \left( 1 - \left( \frac{2+s-1}{s} \right) \left( 1 - \frac{1}{s} \right)^{2-1} \right) \frac{7(6)(15)}{6(5)} = 17.5. \]

Since \( 17.5 < \binom{7}{2} = 21 \), the above system is less redundant than the second order inverted filing system appropriate to the example.

1.4.6 Balanced filing schemes.

Before the development of the balanced multiple filing schemes which were discussed in the preceding sub-sections, Abraham, Ghosh, and Ray-Chaudhuri [1] considered a situation in which only one level of any given attribute was of interest with respect to retrieval. In some sense, attributes may be viewed as having two levels here; namely "presence" of the relevant level and "absence" of it. However, retrieval only pertains to the concept of "presence". When this is done, queries may be specified by simply listing the combination of attributes involved. Here, we shall let \( A_1, A_2, \ldots, A_v \).
denote the particular attributes (levels). Filing schemes which permit efficient retrieval of queries involving pairs of these attributes may be constructed by using finite geometries. Let the points of a finite geometry (either some PG(N, q) or some EG(N, q)) correspond to the attributes in a one-one fashion. The buckets of the filing system are uniquely identified with the lines of the geometry. Since only one line passes through any pair of distinct points, exactly one bucket corresponds to any query involving two attributes. The following theorems apply.

Theorem (1.4.3). Given that retrieval pertains to only one level of \( v = \mathfrak{F} (N, 0, q) \) attributes, there exists a filing system based on PG(N,q) which is oriented toward two-fold queries. It consists of \( b = \mathfrak{F} (N, 1, q) \) buckets, each of which is relevant to pairs formed from \( (q+1) \) different attributes. Moreover, to any two-fold query there corresponds exactly one bucket.

Theorem (1.4.4). Given that retrieval pertains to only one level of \( v = q^N \) attributes, there exists a filing system based on EG(N,q) which is oriented toward two-fold queries. It consists of \( b = q^{N-1} \mathfrak{F} (N-1, 0, q) \) buckets, each of which is relevant to pairs formed from \( q \) different attributes. Moreover, to any two-fold query there corresponds exactly one bucket.

The above theorems are given in Abraham, Ghosh, and Ray-Chaudhuri [1]. They called the filing system based on them balanced filing schemes.

The mechanics of the balanced filing schemes are basically the same as those of the balanced multiple filing schemes. The buckets are divided into sub-buckets which are ordered. Similar storage and
retrieval procedures are employed, with chaining being used when necessary. As a result, the expression for average retrieval time is given by $T_{G,a}$ while an appropriate upper bound is given by $T_{G,m}$. Finally, by means of an argument similar to that given in sub-section 1.4.5, the redundancy is

$$R_{G,2} = \{1 - (r + 1) (1/2)^2\} \text{b}$$

where a uniform distribution of records is assumed in the sense that each of the $2^v$ possible records occurs equally often.

1.4.7. Some other filing schemes based on finite geometries.

The balanced filing scheme described in the preceding sub-section is directed at retrieval of two-fold queries. If there is interest in queries involving three attributes (again, with each having only one pertinent level), matching of accession numbers as described in the case of the second order inverted filing system will have to be performed. Alternatively, one may attempt to develop third order balanced filing systems. Unfortunately, such schemes are quite difficult to form. However, Abraham, Ghosh, and Ray-Chaudhuri [1] suggest the following simple construction based on the geometry $EG(N,2)$.

Let each point of $EG(N,2)$ correspond to an attribute. The buckets will be identified with the planes of the geometry. Since each line in this geometry contains only two points, no three points are collinear, and hence any three points determine a unique plane. Thus, we have the following theorem.

Theorem 1.4.5. Given that retrieval pertains to only one level of $v = 2^N$ attributes, there exists a filing system based on $EG(N,2)$ which is oriented toward three-fold queries. It consists of
\[ b' = 2^{N-2} \times (N-1, 1, 2) \] buckets, each of which is relevant to triples formed from four different attributes. Moreover, to any three-fold query there corresponds exactly one bucket.

The redundancy of the above scheme is

\[ R_{G,3} = b \left\{ 1/8 + 3(1/8 - 1/16) \right\} = (5/16)b. \]

Comparing \( R_{G,3} \) with the redundancy of the third order inverted filing system \( R_3 \), we have

\[
\frac{R_3}{R_{G,3}} = \frac{2^N(2^N - 1)(2^N - 2)/6}{5(2^N - 1)(2^N - 1)2^{N-2}/48} = \frac{(8/6)(48/5)}{64} = 64/5
\]

In other words, the third order inverted filing system contains nearly 13 times as much redundancy as the third order balanced filing scheme.

Another type of third order balanced filing scheme may be based on the structure of a homogeneous, non-degenerate quadric in \( \text{PG}(3, q) \) where \( q > 2 \). The properties of these surfaces are discussed in Bose [5], Primrose [35], and Ray-Chaudhuri [41]. To construct the filing system, let there correspond to each attribute a point belonging to the quadric surface

\[
\alpha_1 x_1^2 + \alpha_2 x_1 x_2 + \alpha_2 x_2^2 = x_0 x_3
\]

where \( \alpha (x_1, x_2) = a_1 x_1^2 + a_2 x_1 x_2 + a_2 x_2^2 \) is an irreducible quadratic form with coefficients belonging to \( \mathbb{GF}(q) \). Such a quadric contains \( v = (q^2 + 1) \) points no three of which are collinear. The buckets will be identified with the planes which pass through at least three of the points on the quadric. Since any plane either intersects the quadric in a conic section with \( (q+1) \) points or in a single point, the number of buckets is given by

\[
\frac{(q^2 + 1)}{(q+1)} = q(q^2 + 1) = \phi(3, 2, q) - q^2 - 1.
\]

Hence, we have the theorem.
**Theorem (1.4.6).** Given that retrieval pertains to only one level of \( v = q^2 + 1 \) attributes, where \( q = p^u > 2 \), there exists a filing system based on a quadric in \( \text{PG}(3, q) \) which is oriented toward three-fold queries. It involves \( b = q(q^2 + 1) \) buckets, each of which is relevant to triples formed from \((q+1)\) different attributes. Moreover, to any three-fold query there corresponds exactly one bucket.

**Example (1.4.2).** Suppose \( v = 10 \). Let the attributes correspond to the points of the quadric \( x_0^2 + x_1^2 = x_2 x_3 \) in \( \text{PG}(3, 3) \) as follows

\[
\begin{align*}
A_1 &: 0010 & A_6 &: 1022 \\
A_2 &: 0001 & A_7 &: 1121 \\
A_3 &: 0111 & A_8 &: 1112 \\
A_4 &: 0122 & A_9 &: 1212 \\
A_5 &: 1011 & A_{10} &: 1221
\end{align*}
\]

Hence, the buckets and the attributes associated with them are

\[
\begin{align*}
x_0 = 0 & \quad A_1,A_2,A_3,A_4 \quad x_0 + x_1 + 2x_2 = 0 & : A_2,A_3,A_5,A_7 \\
x_1 = 0 & \quad A_1,A_2,A_5,A_6 \quad x_0 + 2x_1 + x_2 = 0 & : A_2,A_3,A_6,A_9 \\
x_0 + 2x_1 = 0 & \quad A_1,A_2,A_7,A_8 \quad x_0 + 2x_1 + 2x_2 = 0 & : A_2,A_4,A_5,A_{10} \\
x_0 + x_1 = 0 & \quad A_1,A_2,A_9,A_{10} \quad x_0 + x_1 + x_3 = 0 & : A_1,A_4,A_6,A_7 \\
x_0 + 2x_2 = 0 & \quad A_2,A_3,A_8,A_9 \quad x_0 + x_1 + 2x_3 = 0 & : A_1,A_3,A_5,A_8 \\
x_0 + x_2 = 0 & \quad A_2,A_6,A_7,A_{10} \quad x_0 + 2x_1 + x_3 = 0 & : A_1,A_3,A_6,A_{10} \\
x_0 + 2x_3 = 0 & \quad A_1,A_5,A_7,A_{10} \quad x_0 + 2x_1 + 2x_3 = 0 & : A_1,A_4,A_5,A_9 \\
x_0 + x_3 = 0 & \quad A_1,A_6,A_8,A_9 \quad x_0 + x_2 + 2x_3 = 0 & : A_3,A_4,A_8,A_9 \\
x_1 + 2x_2 = 0 & \quad A_2,A_3,A_8,A_{10} \quad x_0 + 2x_2 + x_3 = 0 & : A_3,A_4,A_7,A_{10} \\
x_1 + x_2 = 0 & \quad A_2,A_4,A_7,A_9 \quad x_1 + x_2 + 2x_3 = 0 & : A_5,A_6,A_8,A_{10} \\
x_1 + 2x_3 = 0 & \quad A_1,A_3,A_7,A_9 \quad x_1 + 2x_2 + x_3 = 0 & : A_5,A_6,A_7,A_9 \\
x_1 + x_3 = 0 & \quad A_1,A_4,A_8,A_{10} \quad x_0 + x_1 + x_2 + x_3 = 0 & : A_3,A_5,A_9,A_{10}
\end{align*}
\]
By an argument similar to that given for the second order balanced filing system, one may verify that the redundancy for the system associated with Theorem (1.4.6) is

$$R_{q,3} = \frac{d^2}{dx^2} \left( \frac{x^2-x^{q+1}}{1-x} \right) \bigg|_{x=1/2} (1/2)^{q+1} b$$

$$= b[1 - [1 + (q+1) + \binom{q+1}{2}](1/2)^{q+1}]$$

This quantity is substantially less than $R_3$ as can be seen by considering their ratio.

The principal disadvantage of the second order and third order balanced filing systems is that they do not handle lower order queries efficiently. As was exhibited in the case of first order queries in the second order inverted filing system, some modifications can be introduced so that a lower order query is transformed into a number of the appropriate higher order queries which are then subsequently retrieved. However, this is more complicated to do for the filing schemes considered in this section. A better approach would be to increase the redundancy somewhat by supplementing the higher order filing scheme with the relevant lower order schemes. For example, to handle three-fold and lower order queries, one could combine a
third order balanced filing scheme with a second order balanced filing scheme and a first order inverted filing scheme. The query type would then direct the system (to the appropriate component it should refer to) in order to perform retrieval.

Alternatively, the above situation may be approached by using another type of filing system which is oriented toward retrieval of more general type queries. Abraham, Ghosh, and Ray-Chaudhuri [1] introduced the concept of generalized balanced filing scheme in the following theorem.

**Theorem (1.4.7).** Given that retrieval pertains to only one level of attributes, there exists a filing system which is oriented toward queries involving any $t$ or fewer attributes. The buckets are identified with the 0-flats, 1-flats ..., and $(t-1)$-flats of a finite projective geometry. As a result,

$$v = \phi(N, 0, q), \quad b = \sum_{\alpha=0}^{\min(t-1,N)} \phi(N, \alpha, q) \text{ if } PG(N, q) \text{ is used,}$$

$$v = q, \quad b = \sum_{\alpha=0}^{\min(t-1,H)} q^{N-\alpha} \phi(N-1, \alpha-1, q) \text{ if } EG(H, q) \text{ is used.}$$

The accession number of a record is stored in a bucket corresponding to a $m$-flat if the individual has at least $(m+1)$ attributes such that the associated points all lie in the $m$-flat and form a basis of it. A series of sub-buckets and chaining is used to determine the exact location. To retrieve a $u$-fold query, the $m$-flat of minimum dimension which contains all the $u$ points associated with the query is determined. This identifies the bucket. The relevant sub-buckets are then located and retrieval is completed. A complete description of
the above type of filing system is given in the previously cited reference.

Although the generalized balanced filing scheme is capable of efficiently handling a general class of queries in the sense that retrieval time does not depend on the size of file, the system does have some disadvantages. In particular, the redundancy is quite high because each record will be stored in a large number of buckets. Secondly, the system is quite complex and may be difficult to implement. Another type of general filing system which avoids some of these problems will be discussed in the next chapter.

1.4.8. Some further remarks.

In the preceding sub-sections, some filing schemes have been constructed for particular values of \( v \) and, as in sub-section 1.4.3, the number of levels of the attributes \( s \). For certain other situations as, for example, a case where \( v \) does not assume one of these particular values or where the \( n_i \) are different from each other, an appropriate system can be constructed by using a geometry in which the desired properties of the scheme can be embedded. In particular, for the case of the balanced filing scheme, we can use the appropriate geometry with the smallest number of points provided the number of points is at least \( v \). For additional details concerning this, one is referred to Abraham, Ghosh, and Ray-Chaudhuri [1] and Ghosh and Abraham [28].
2.1. A mathematical model for filing systems.

In this section, a mathematical model for filing systems will be formulated. The approach used is similar to that of Ray-Chaudhuri [43] for the case in which retrieval pertains to only one level of each of v attributes.

As in the previous chapter, let $A_{ij}$ denote the j-th level of the i-th attribute where $i = 1, 2, ..., v; j = 1, 2, ..., n_i$. A file $F$ is denoted by the triple $F = (\Omega, \eta, f)$ where

- a. $\Omega$ represents the population of individuals.
- b. $\eta$ represents the set $\{A_{i1}, ..., A_{in_i}, ..., A_{v1}, ..., A_{vn_v}\}$ of attribute levels.
- c. $f$ is a function from $\Omega$ to subsets of $\eta$ such that $f(I)$ denotes the set of attribute levels possessed by individual $I$. Since each individual has exactly one level of each attribute, it is clear that $|f(I) \cap A_{i10}| = 1$ for each $i$ where $A_{i10} = \bigcup_{j=1}^{n_i} A_{ij}$ and $|C|$ is the number of elements in the set $C$.

The storage procedure $S$ for the filing scheme is characterized by the triple $S = (\Omega, M, \sigma)$ where

- a. $\Omega$ represents the population of individuals.
- b. $M$ represents a set of positive integers corresponding to the set of possible addresses.
- c. $\sigma$ is a 1-1 function from $\Omega$ to disjoint subsets of $M$; the
subset \( \sigma(I) \) contains the addresses where the accession number of \( I \)'s record is stored.

The third and most important aspect of the filing scheme is the retrieval procedure \( R \). This may be identified with the triple \( R = (G, M, r) \) where

a. Let \( G \) represent a class of subsets from \( \mathcal{G} \) such that each \( A \) in \( G \) contains at most one element from each group \( A_{10} \) (since any individual can possess only one level of any attribute); then we may take \( G \) to represent the class of queries.

b. \( M \) represents the set of addresses available for storage.

c. \( r \) is a function from \( G \) to subsets of \( M \) with the subset \( r(A) \) being such that if \( f(I) \) contains \( A \), then \( |\sigma(I) \cap r(A)| = 1 \); in other words, only one of the addresses, where the accession number of \( I \)'s record is stored, is related to the retrieval of the query \( A \).

The filing system is said to be of order \( t \) if for each \( A \) belonging to \( G \), the relation \( |A| \leq t \) holds.

To illustrate the applicability of this model, let us consider a system called the extended inverted filing system by Ray-Chaudhuri. In this scheme, to each subset \( A \) in \( G \), there corresponds a subset \( M_A \) of \( M \) such that \( M_A \cap M_{A'} \) is empty where \( A' \) is any other subset in \( G \). The accession number of \( I \)'s record is stored in \( M_A \) if \( f(I) \) contains \( A \). Hence, the set \( \sigma(I) \) contains an element corresponding to each of the subsets \( A \) in \( G \) which is contained in \( f(I) \). The size of this set indicates the redundancy associated with the storage of \( I \)'s accession number. The retrieval rule for the query \( A \) is simply \( r(A) = M_A \). The retrieval time essentially reduces to the time required to locate the
bucket \( B_A \) by matching identification numbers in a fashion similar to that indicated in Chapter I. As a result, it is directly related to the number of subsets in \( G \). Finally, when \( G \) is such that \(|A| \leq t\), the extended inverted filing system becomes identical with the \( t \)-th order inverted filing system considered earlier.

2.2. Combinatorial configurations and combinatorial filing systems.

A combinatorial configuration \((\Omega, k, G, b)\) consists of a master set \( \Omega \) (the set of attribute levels), a class of subsets \( G \) (the queries), and blocks \( B_1, B_2, \ldots, B_b \) (which are certain subsets of \( \Omega \)) such that

i. \(|B_h| \leq k\)

ii. for every \( A \) in \( G \), there exists an \( h \) such that \( A \subseteq B_h \).

If \(|A| \leq t\) for each \( A \) in \( G \), then the configuration is said to be of order \( t \) and is denoted as an \((\Omega, k, t, b)\) scheme. The actual construction of \((\Omega, k, t, b)\) configurations with minimum \( b \) is a very difficult problem in combinatorial mathematics. For the case of \( t = 2 \) and \( n_1 = n_2 = \ldots = n_v = s \), such arrays are equivalent to certain group divisible (GD) designs used in statistical research. Some of the possible solutions obtainable here will be indicated later. However, in most situations, such optimal schemes are largely unknown and perhaps can be found only through systematic trial and error. As a result, in the later sections of this research, we shall be mostly concerned with the development of schemes which are easy to construct and seem practical in the sense that \( b \) is not excessively large.

A combinatorial filing system may be based on a combinatorial configuration as follows. Let the blocks \( B_1, B_2, \ldots, B_b \) be arranged in serial order. For each \( A \) in \( G \), define \( \gamma(A) = h \) if \( A \) is contained in \( B_h \) but is not contained in \( B_{h'} \) for \( h' < h \). Hence \( B_h \) is
the first block which contains A. Let \( G_h \) denote the collection of all subsets \( A \) of \( \Omega \) such that \( \gamma(A) = h \). To each combination of \( A \) and \( h \), let there correspond sufficiently large disjoint subsets \( M_{h,A} \) of \( M \).

The accession number of the \( I \)-th individual's record is stored in an element of \( M_{h,A} \) if and only if the largest set which \( f(I) \) has in common with \( B_h \) is the subset \( A \) in \( G_h \); i.e., if \( f(I) \cap B_h = A \). Let

\[
M_h = \bigcup_{A \in G_h} M_{h,A}
\]

(2.1.1)

The sets \( M_h \) may be called the buckets of the filing system while the subsets \( M_{h,A} \) may be called the sub-buckets.

The retrieval procedure for any query simply involves the determination of the appropriate bucket by identifying the first block which contains the subset specified in the query. Afterwards, all sub-buckets corresponding to subsets which contain the query set are located and the accession numbers therein obtained. Thus, the retrieval function may be formally written

\[
r(A) = \bigcup_{A \subseteq C \in G} M_{h,C}
\]

(2.1.2)

where \( A \in G \) and \( \gamma(A) = h \). Hence, from the preceding remarks, one can see that once a combinatorial configuration (which is efficient in the sense of \( b \) not being too large) has been constructed, a reasonable filing scheme may be readily based on it. In particular, Bose, Abraham, and Ghosh [9] have used a procedure similar to this.

Finally, the concepts of combinatorial configuration and combinatorial filing scheme as developed here are equivalent to the ones considered by Ray-Chaudhuri [43] for the situation in which only one level of any attribute was of interest with respect to retrieval.
Example (2.1.1). Suppose there are $v = 5$ attributes, each of which assumes $s = 3$ levels; i.e., $n_1 = n_2 = n_3 = n_4 = n_5 = 3$. Hence, the set $\Omega$ is given by $\Omega = \{A_{11}, A_{12}, A_{13}; A_{21}, A_{22}, A_{23}; A_{31}, A_{32}, A_{33}; A_{41}, A_{42}, A_{43}; A_{51}, A_{52}, A_{53}\}$. A second order combinatorial configuration $(\Omega, 4, 2, 15)$ is provided by the blocks

- $B_1 = \{A_{21}, A_{31}, A_{41}, A_{51}\}$
- $B_2 = \{A_{22}, A_{32}, A_{42}, A_{52}\}$
- $B_3 = \{A_{23}, A_{33}, A_{43}, A_{53}\}$

- $B_4 = \{A_{11}, A_{32}, A_{43}, A_{51}\}$
- $B_5 = \{A_{12}, A_{41}, A_{52}, A_{53}\}$
- $B_6 = \{A_{13}, A_{51}, A_{42}, A_{33}\}$

- $B_7 = \{A_{11}, A_{21}, A_{42}, A_{53}\}$
- $B_8 = \{A_{12}, A_{51}, A_{22}, A_{43}\}$
- $B_9 = \{A_{13}, A_{41}, A_{52}, A_{23}\}$

- $B_{10} = \{A_{11}, A_{51}, A_{32}, A_{23}\}$
- $B_{11} = \{A_{12}, A_{21}, A_{52}, A_{33}\}$
- $B_{12} = \{A_{13}, A_{31}, A_{23}, A_{53}\}$

- $B_{13} = \{A_{11}, A_{41}, A_{22}, A_{33}\}$
- $B_{14} = \{A_{12}, A_{31}, A_{42}, A_{23}\}$
- $B_{15} = \{A_{13}, A_{21}, A_{32}, A_{43}\}$

The buckets of the combinatorial filing system are sets of addresses which correspond to the blocks $B_h$ while the sub-buckets therein correspond to the possible subsets. If the subsets are represented by writing all the attribute levels associated with the block in a four-tuple and then placing a bar over the ones to be excluded from the subset, then we have

- $M_1 = \{(A_{21}\bar{A}_{31}\bar{A}_{41}\bar{A}_{51}), (\bar{A}_{21}\bar{A}_{31}\bar{A}_{41}\bar{A}_{51}), (\bar{A}_{21}\bar{A}_{31}\bar{A}_{41}\bar{A}_{51}), (\bar{A}_{21}\bar{A}_{31}\bar{A}_{41}\bar{A}_{51}), (A_{21}\bar{A}_{31}\bar{A}_{41}\bar{A}_{51}), (A_{21}\bar{A}_{31}\bar{A}_{41}\bar{A}_{51}), (A_{21}\bar{A}_{31}\bar{A}_{41}\bar{A}_{51}), (A_{21}\bar{A}_{31}\bar{A}_{41}\bar{A}_{51})\}$

- $M_2 = \{(A_{22}\bar{A}_{32}\bar{A}_{42}\bar{A}_{52}), (\bar{A}_{22}\bar{A}_{32}\bar{A}_{42}\bar{A}_{52}), (\bar{A}_{22}\bar{A}_{32}\bar{A}_{42}\bar{A}_{52}), (\bar{A}_{22}\bar{A}_{32}\bar{A}_{42}\bar{A}_{52}), (A_{22}\bar{A}_{32}\bar{A}_{42}\bar{A}_{52}), (A_{22}\bar{A}_{32}\bar{A}_{42}\bar{A}_{52}), (A_{22}\bar{A}_{32}\bar{A}_{42}\bar{A}_{52}), (A_{22}\bar{A}_{32}\bar{A}_{42}\bar{A}_{52})\}$
\[ M_3 = \{ (A_{23}, A_{33}, A_{43}, A_{53}), (\bar{A}_{23}, A_{33}, A_{43}, A_{53}), (A_{23}, A_{33}, A_{43}, A_{53}), (\bar{A}_{23}, A_{33}, A_{43}, A_{53}) \} \]

\[ M_4 = \{ (A_{11}, A_{31}, A_{52}, A_{43}), (\bar{A}_{11}, A_{31}, A_{52}, A_{43}), (A_{11}, A_{31}, A_{52}, A_{43}), (\bar{A}_{11}, A_{31}, A_{52}, A_{43}) \} \]

\[ M_5 = \{ (A_{12}, A_{41}, A_{32}, A_{53}), (\bar{A}_{12}, A_{41}, A_{32}, A_{53}), (A_{12}, A_{41}, A_{32}, A_{53}), (\bar{A}_{12}, A_{41}, A_{32}, A_{53}) \} \]

\[ M_6 = \{ (A_{13}, A_{51}, A_{42}, A_{33}), (\bar{A}_{13}, A_{51}, A_{42}, A_{33}), (A_{13}, A_{51}, A_{42}, A_{33}), (\bar{A}_{13}, A_{51}, A_{42}, A_{33}) \} \]

\[ M_7 = \{ (A_{11}, A_{21}, A_{42}, A_{53}), (\bar{A}_{11}, A_{21}, A_{42}, A_{53}), (A_{11}, A_{21}, A_{42}, A_{53}), (\bar{A}_{11}, A_{21}, A_{42}, A_{53}) \} \]

\[ M_8 = \{ (A_{12}, A_{51}, A_{22}, A_{43}), (\bar{A}_{12}, A_{51}, A_{22}, A_{43}), (A_{12}, A_{51}, A_{22}, A_{43}), (\bar{A}_{12}, A_{51}, A_{22}, A_{43}) \} \]
\[ M_9 = \{(A_{13}, A_{41}, \overline{A_{52}}, \overline{A_{23}}), (A_{13}, \overline{A_{41}}, A_{52}, \overline{A_{23}}), (A_{13}, \overline{A_{41}}, A_{52}, A_{23}) \}, \]
\[ M_{10} = \{(A_{11}, \overline{A_{51}}, \overline{A_{32}}, \overline{A_{23}}), (A_{11}, \overline{A_{51}}, A_{32}, \overline{A_{23}}), (A_{11}, \overline{A_{51}}, A_{32}, A_{23}) \}, \]
\[ M_{11} = \{(A_{12}, \overline{A_{21}}, \overline{A_{52}}, \overline{A_{33}}), (A_{12}, \overline{A_{21}}, A_{52}, \overline{A_{33}}), (A_{12}, \overline{A_{21}}, A_{52}, A_{33}) \}, \]
\[ M_{12} = \{(A_{13}, \overline{A_{31}}, \overline{A_{22}}, \overline{A_{53}}), (A_{13}, \overline{A_{31}}, A_{22}, \overline{A_{53}}), (A_{13}, \overline{A_{31}}, A_{22}, A_{53}) \}, \]
\[ M_{13} = \{(A_{11}, A_{41}, \overline{A_{22}}, \overline{A_{33}}), (A_{11}, A_{41}, A_{22}, \overline{A_{33}}), (A_{11}, A_{41}, A_{22}, A_{33}) \}, \]
\[ M_{14} = \{(A_{12}, \overline{A_{31}}, \overline{A_{42}}, \overline{A_{23}}), (A_{12}, \overline{A_{31}}, A_{42}, \overline{A_{23}}), (A_{12}, \overline{A_{31}}, A_{42}, A_{23}) \}, \]
\[ M_{15} = \{(A_{13}, A_{21}, \overline{A_{32}}, \overline{A_{43}}), (A_{13}, \overline{A_{21}}, A_{32}, \overline{A_{43}}), (A_{13}, \overline{A_{21}}, A_{32}, A_{43}) \}.
In the preceding, \( (\ddot{A}_{21}, \ddot{A}_{31}, \ddot{A}_{41}, \ddot{A}_{51}) \) corresponds to the individuals who have \( A_{21}' \) or \( A_{32}' \), \( A_{42}' \) or \( A_{52}' \), and any level of \( A_1 \) while \( (\ddot{A}_{21}, \ddot{A}_{31}, \ddot{A}_{41}, \ddot{A}_{51}) \) corresponds to those having \( A_{21}', A_{31}', A_{41}', A_{52}' \) or \( A_{53}' \), and any level of \( A_1' \).

To retrieve the query \( A = (A_{11}', A_{21}) \), first it is necessary to determine \( B_7 \) as the first block which contains the set; i.e., \( \gamma(A) = 7 \). Hence, \( M_7 \) is identified as the bucket from which retrieval is to be performed. The relevant sub-buckets are \( (A_{11}', A_{21}, A_{42}', A_{53}) \), \( (A_{11}', A_{21}, A_{42}, A_{53}) \), \( (A_{11}', A_{21}, A_{42}, A_{53}) \), and \( (A_{11}', A_{21}, A_{42}, A_{53}) \) since all the records associated with these subsets have \( A_{11}', A_{21}' \). Hence, this two-fold query may be efficiently retrieved.

Next, let us consider the query \( A = (A_{11}') \). The first block to contain \( A_{11} \) is \( B_4 \); hence \( \gamma(A) = 4 \) and the relevant bucket is \( M_4 \). The sub-buckets retrieved are \( (A_{11}', A_{31}', A_{52}', A_{53}) \), \( (A_{11}', A_{31}', A_{52}', A_{53}) \), \( (A_{11}', A_{31}', A_{52}', A_{53}) \), \( (A_{11}', A_{31}', A_{52}', A_{53}) \), \( (A_{11}', A_{31}', A_{52}', A_{53}) \), \( (A_{11}', A_{31}', A_{52}', A_{53}) \).

By procedures similar to those indicated above, any one-fold or two-fold query can be readily retrieved. Also, the system can handle a limited number of three-fold and four-fold queries. The principal operations required in this type of filing system are that of determining whether one set contains another. These are performed in areas where the contents of the buckets and sub-buckets are stored. After the appropriate identifications have been performed, the addresses which correspond to the pertinent accession numbers are located by chaining.
2.3. **Second order combinatorial configurations based on incomplete designs.**

The problem of constructing second order combinatorial configurations is essentially the same as that of constructing certain incomplete block designs used in statistical research. Of special interest are balanced incomplete block designs and group divisible designs. The combinatorial properties of these designs have received much attention in the literature. In particular, the reader is referred to Bose [3], Bose [4], Bose, Shrikhande, and Bhattacharya [17], Rao [39], Sprott [46].

2.3.1. **Balanced incomplete block designs.**

A **balanced incomplete block (BIB) design** is an arrangement of \( v \) objects into \( b \) subsets called blocks such that

i. each block contains \( k \) objects

ii. each object occurs in \( r \) distinct blocks

iii. each pair of objects occurs together in \( \lambda \) distinct blocks.

If only one level of each attribute is of interest from the point of view of retrieval as in sub-section 1.4.6, then a BIB design with parameters \((v, b, r, k, \lambda = 1)\) represents a combinatorial configuration \((\Omega, k, 2, b)\) where \( \Omega = \{A_1, A_2, \ldots, A_v\} \) denotes the set of \( v \) attributes. Such configurations are optimal in the sense that each pair of attributes is covered exactly once, and hence for the given \( k, b \) is a minimum. Thus, the formation of optimal combinatorial filing systems appropriate for two-fold or one-fold queries may be based on the construction of BIB designs with \( \lambda = 1 \).

As was the case with the balanced filing systems considered earlier, such BIB designs may be obtained from finite geometries. In particular, points are identified with objects (attributes) and lines with blocks.
(buckets). The resulting schemes are similar to the balanced filing systems except for the fact that sub-buckets are formed in accordance with section 2.2.

More generally, Bose [3], [4] has given some fundamental theorems which may be used to form BIB designs. These methods were then applied to the construction of some designs in the following series.

\[ T_1: v = 3(2t + 1), \quad b = (3t + 1)(2t + 1), \quad r = 3t + 1, \quad k = 3, \quad \lambda = 1 \]
\[ T_2: v = 6t + 1, \quad b = t(6t + 1), \quad r = 3t, \quad k = 3, \quad \lambda = 1 \]

\[ F_1: v = 12t + 1, \quad b = t(12t + 1), \quad r = 4t, \quad k = 4, \quad \lambda = 1 \]
\[ F_2: v = 4(3t + 1), \quad b = (4t + 1)(3t + 1), \quad r = 4t + 1, \quad k = 4, \quad \lambda = 1 \]

\[ G_1: v = 20t + 1, \quad b = t(20t + 1), \quad r = 5t, \quad k = 5, \quad \lambda = 1 \]
\[ G_2: v = 20t + 5, \quad b = (5t + 1)(4t + 1), \quad r = 5t + 1, \quad k = 5, \quad \lambda = 1 \]

The actual existence of the designs belonging to \( F_1, F_2, G_1, G_2 \) depend upon further conditions given in the cited references. Some examples where the conditions are satisfied are

\[
\begin{array}{cccccc}
v & b & r & k & \lambda \\
13 & 13 & 4 & 4 & 1 \\
25 & 50 & 8 & 4 & 1 \\
16 & 20 & 5 & 4 & 1 \\
28 & 63 & 9 & 4 & 1 \\
41 & 82 & 10 & 5 & 1 \\
61 & 183 & 15 & 5 & 1 \\
25 & 30 & 6 & 5 & 1 \\
45 & 99 & 11 & 5 & 1 \\
\end{array}
\]
Rao [39] and Sprott [46] indicate the construction of the following additional designs with $k = 4, 5$

<table>
<thead>
<tr>
<th>$v$</th>
<th>$b$</th>
<th>$r$</th>
<th>$k$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>111</td>
<td>12</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>130</td>
<td>13</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>65</td>
<td>208</td>
<td>16</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>

as well as the designs

<table>
<thead>
<tr>
<th>$v$</th>
<th>$b$</th>
<th>$r$</th>
<th>$k$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>66</td>
<td>143</td>
<td>13</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>91</td>
<td>195</td>
<td>15</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>81</td>
<td>216</td>
<td>16</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>91</td>
<td>273</td>
<td>18</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>96</td>
<td>304</td>
<td>19</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>113</td>
<td>226</td>
<td>16</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>255</td>
<td>17</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>153</td>
<td>323</td>
<td>19</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>145</td>
<td>290</td>
<td>18</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>145</td>
<td>232</td>
<td>16</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>181</td>
<td>362</td>
<td>20</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>

For situations with larger $v$, additional BIB designs need to be developed. Also, designs with large $k$ would be desirable, particularly in instances where multi-stage schemes (as will be discussed later) are envisioned. The problems posed here are not easily solved and will require additional research.
2.3.2. **Group divisible designs.**

A **group divisible (GD) design** is an arrangement of \( vs \) objects, belonging to \( v \) groups of \( s \) objects each, into \( b \) blocks such that

i. each block contains \( k \) objects

ii. each object occurs in \( r \) distinct blocks

iii. each pair of objects, belonging to the same group, occur together in \( \lambda_1 \) blocks

iv. each pair of objects, belonging to different groups, occur together in \( \lambda_2 \) blocks.

Hence, a GD design with \( \lambda_1 = 0, \lambda_2 = 1 \) represents a combinatorial configuration \( (\Omega, k, 2, b) \) appropriate to the multi-level attribute case with \( \Omega \) being the set of \( v \) attributes, each with \( s \) levels. Such configurations are optimal in the sense that each pair of levels of different attributes is covered exactly once, and hence for the given \( k, b \) is a minimum. Thus, optimal combinatorial filing schemes appropriate for two-fold and one-fold queries may be constructed if the corresponding GD designs with \( \lambda_1 = 0, \lambda_2 = 1 \) exist.

Bose, Shrikhande, and Bhattacharya [17] give the following simple method of constructing group divisible designs.

Theorem (2.3.1.). By omitting a particular treatment \( \phi \) and all blocks containing it from a BIB design with \( \lambda = 1 \), one obtains a group divisible design with \( \lambda_1 = 0, \lambda_2 = 1 \).
They list the following designs as obtainable by this method

<table>
<thead>
<tr>
<th>v</th>
<th>s</th>
<th>b</th>
<th>r</th>
<th>k</th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3</td>
<td>15</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>24</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>48</td>
<td>7</td>
<td>7</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>63</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>80</td>
<td>9</td>
<td>9</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>20</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>26</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>42</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>48</td>
<td>8</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>54</td>
<td>8</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>60</td>
<td>9</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>72</td>
<td>9</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>88</td>
<td>10</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

They also give methods for constructing the following additional designs

<table>
<thead>
<tr>
<th>v</th>
<th>s</th>
<th>b</th>
<th>r</th>
<th>k</th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>2</td>
<td>14</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>52</td>
<td>8</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>32</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>72</td>
<td>9</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>30</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>80</td>
<td>10</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>16</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>25</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>49</td>
<td>7</td>
<td>7</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>64</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
Some of the above designs as well as some others which are not listed may be obtained from finite geometries by procedures similar to those illustrated in Theorems (1.4.1) and (1.4.2). Indeed, the buckets of the balanced multiple filing schemes constructed there coincide with the blocks of a corresponding GD design. Also, GD designs may be extracted from the BIB designs with \( r \geq 11 \) listed in the previous subsection by applying Theorem (2.3.1). As a final note, further research is required toward the construction on GD designs for larger values of \( v, s, \) and \( k \).

### 2.4. Combinatorial configurations for the case when retrieval pertains to only one level of each attribute.

Here, we shall indicate some methods of construction given by Ray-Chaudhuri [43] for general \( (\Omega, k, t, b) \) configurations where \( \Omega = \{ A_1, A_2, \ldots, A_v \} \).

#### 2.4.1. Configurations based on coverings of a finite projective space.

An \( m \)-flat \( \pi \) in \( \text{PG}(N, q) \) is said to cover a \( (t-1) \)-flat \( \Sigma \) if \( \Sigma \subseteq \pi \) where \( N \geq m \geq t-1 \). A class of \( m \)-flats \( (\pi_1, \pi_2, \ldots, \pi_b) \) is defined to be a \( (b, t, m) \)-cover if every \( (t-1) \)-flat in \( \text{PG}(N, q) \) is contained in at least one of the \( m \)-flats \( \pi_h \) belonging to the class. The function \( b(N, t, m, q) \) will be used to represent the smallest value of \( b \) for which there exists a \( (b, t, m) \)-cover, in which case the cover is

<table>
<thead>
<tr>
<th>( v )</th>
<th>( s )</th>
<th>( b )</th>
<th>( r )</th>
<th>( k )</th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>9</td>
<td>81</td>
<td>9</td>
<td>9</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>54</td>
<td>8</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>63</td>
<td>9</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>90</td>
<td>10</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
called a minimum \((b, t, m)\)-cover. Given the above framework, we now prove the following theorem of Ray-Chaudhuri [43].

**Theorem (2.4.1).** There exists an \((\Omega, k, t, b)\) combinatorial configuration for the case \(v = (q^{N+1} - 1)/(q-1)\), \(k = (q^{m+1} - 1)/(q - 1)\) \(b = b(N, t, m, q)\) where \(N \geq m = t - 1\) and \(q = p^u\) with \(p\) being a prime.

**Proof:** Let \(\pi_1, \pi_2, \ldots, \pi_b\) be a class of \(m\)-flats in \(PG(N,q)\) which covers all \((t-1)\) flats and \(b = b(N, t, m, q)\). Since \(n \geq t - 1\), such a covering exists. Let the points of \(PG(N,q)\) be identified with the elements of \(\Omega\) and let the \(m\)-flats \(\pi_1, \pi_2, \ldots, \pi_b\) be identified with the blocks \(B_1, B_2, \ldots, B_b\) of the configuration. Because any set of \(t\)-points or less is contained in some \((t-1)\)-flat and hence is contained in one of the \(m\)-flats of the cover, the resulting construction is an \((\Omega, k, t, b)\) configuration with parameters as listed above.

If the number of attributes is less than \((q^{N+1} - 1)/(q-1)\), Theorem (2.4.1) may still be applied because if all elements of \(\Omega\) except those in a subset \(\Omega^*\) are deleted from \(\Omega\) and from each of the blocks \(B_1, B_2, \ldots, B_b\), the resulting system becomes an \((\Omega^*, k, t, b)\) configuration. This follows because an upper bound on the block size is still \(k\) and all \(t\)-plets of elements from \(\Omega^*\) are still covered. Actually, \(b\) may become smaller, if the deletion process causes some blocks to have fewer than \(t\) elements, in which case they may also be discarded.

Ray-Chaudhuri does not discuss to any great extent how minimum \((b, t, m)\)-covers are constructed. He does, however, indicate the following corollary.
Corollary (2.4.1.1). An \((\Omega, k, t, b)\) combinatorial configuration exists for \(v = (q^{N+1} - 1)/(q-1)\), \(k = (q^t - 1)/(q-1)\), \(b = \phi(N, t-1, q)\).

Proof: Take \(m = t-1\) in Theorem (2.4.1).

Let us now supplement the above result with some additional methods for forming covers. Except for the simplest cases, no claim of optimality is made for the constructions given. However, they are felt to be satisfactory until better ones become known.

Theorem (2.4.2). There exists a \((b, 1, 1)\)-cover for the geometry \(\text{PG}(N, q)\) with \(b = \phi(N-1, 0, q)\) where \(q\) is a prime power.

Proof: Consider the set of \(b = \phi(N-1, 0, q)\) lines through some fixed point \(P_0\) in \(\text{PG}(N, q)\). This represents a \((b, 1, 1)\)-cover since each point of \(\text{PG}(N, q)\) lies on exactly one of the lines through \(P_0\).

Corollary (2.4.2.1). There exists an optimal \((b, 1, 1)\)-cover for \(\text{PG}(2, q)\) where \(q\) is a prime power; i.e., \(b(2, 1, 1, q) = q+1\).

Proof: Since each line in \(\text{PG}(2, q)\) contains \((q+1)\) points, we have that \(b(2, 1, 1, q) \geq (q^2 + q + 1)/(q+1) > q\); i.e., \(b(2, 1, 1, q) \geq (q+1)\). But the construction from Theorem (2.4.2) has \(b = \phi(1, 0, q) = q+1\) and hence is optimal.

Theorem (2.4.3). There exists a \((b, 1, m)\)-cover for the geometry \(\text{PG}(N, q)\) with \(b = \phi(N-m, 0, q)\) where \(q\) is a prime power and \(N \geq m\).

Proof: Consider the set of \(b = \phi(N-m, 0, q)\) \(m\)-flats through some fixed \((m-1)\)-flat \(\pi_0\) in \(\text{PG}(N, q)\). This represents a \((b, 1, m)\)-cover since each point of \(\text{PG}(N, q)\) which is not on \(\pi_0\) determines a unique \(m\)-flat through \(\pi_0\).
Corollary (2.4.3.1). There exists an optimal \((b, 1, m)\)-cover for \(\operatorname{PG}(m+1, q)\) where \(q\) is a prime power; i.e., \(b(m+1, 1, m, q) = (q+1)\).

Since each \(m\)-flat in \(\operatorname{PG}(m+1, q)\) contains \((q^{m+1} - 1)/(q-1)\) points, we have that \(b(m+1, 1, m, q) \geq (q^{m+1} - 1)/(q^{m+1} - 1) > q\); i.e., \(b(m+1, 1, m, q) \geq q+1\). But the construction of Theorem (2.4.3) has \(b = \ell(1, 0, q) = q+1\).

Theorem (2.4.4). There exists a \((b, 2, 2)\)-cover for the geometry \(\operatorname{PG}(3, q)\) with \(b = q^2 + q + 1\) where \(q\) is a prime power.

Proof: Consider all lines in a given plane \(\pi_0\) through a given point \(P_0\). There are \((q+1)\) lines in \(\pi_0\) through \(P_0\). Form the \((b, 2, 2)\)-cover by taking all planes through these lines other than \(\pi_0\) together with \(\pi_0\). Hence, \(b = q(q+1) + 1 = q^2 + q + 1\). Since any line \(L\), not in \(\pi_0\), intersects \(\pi_0\) in a point \(P_1\) and since the line connecting \(P_0\) and \(P_1\) and the line \(L\) determine a unique plane, each line is covered.

Theorem (2.4.5). There exists a \((b, 2, 2)\)-cover for the geometry \(\operatorname{PG}(N, q)\) with \(b = \sum_{0 < \alpha < q} q^\alpha \ell(\alpha, 0, q)\) where \(q\) is a prime power and \(N \geq 2\).

Proof: Consider all lines, in a given \((N-1)\)-flat \(\pi_0\), through a given point \(P_0\). There are \(\ell(N-2, 0, q)\) such lines. Form the \((b, 2, 2)\)-cover of \(\operatorname{PG}(N, q)\) by taking all planes through these lines other than those lying in \(\pi_0\) together with a \((b, 2, 2)\)-cover of \(\operatorname{PG}(N-1, q)\) as represented by \(\pi_0\). Since any line \(L\), not in \(\pi_0\), intersects \(\pi_0\) in a point \(P_1\) and since the line connecting \(P_0\) and \(P_1\) and the line \(L\) determine a unique plane, each line not in \(\pi_0\) is covered. Those lines in \(\pi_0\) are covered by the \((b, 2, 2)\)-cover.
developed for $\text{PG}(N-1, q)$ which may be assumed to exist by mathematical induction because of the existence of the $(b, 2, 2)$-cover of $\text{PG}(3, q)$ given in Theorem (2.4.4). The value of $b$ is determined by noting that through each of the $\xi (N-2, 0, q)$ lines through $P_0$ in $\pi_0$, there pass $(\xi (N-2, 0, q) - \xi (N-3, 0, q))$ planes not lying in $\pi_0$. Thus, $b$ is equal to the sum of $q^{N-2} \xi (N-2, 0, q)$ and the number of planes needed to cover the $(N-1)$-flat $\pi_0$. Proceeding backwards in a recursive manner, we have $b = \sum_{\alpha=0}^{N-2} q^\alpha \xi (\alpha, 0, q)$.

**Theorem (2.4.6).** There exists a $(b, 2, m)$-cover for the geometry $\text{PG}(N, q)$ with $b = \sum_{\alpha=0}^{N-m} q^\alpha \xi (\alpha, 0, q)$, where $q$ is a prime power and $N \geq m \geq 2$.

**Proof:** Consider all $(m-1)$-flats, in a given $(N-1)$-flat $\pi_0$, through some fixed $(m-2)$-flat $\pi_1$. There are $\xi (N-m, 0, q)$ such $(m-1)$-flats. Form the $(b, 2, m)$-cover of $\text{PG}(N, q)$ by taking all $m$-flats through these $(m-1)$-flats other than those lying in $\pi_0$ together with a $(b, 2, m)$-cover of $\text{PG}(N-1, q)$ as represented by $\pi_0$. Since any line $L$, not in $\pi_0$, intersects $\pi_0$ in a unique point $P_1$ which lies in an $(m-1)$-flat $\pi$ such that $\pi \subseteq \pi_0$, and since $L$ and $\pi$ determine a unique $m$-flat, each line not in $\pi$ determine a unique $m$-flat, each line not in $\pi_0$ is covered. Those lines belonging to $\pi_0$ are covered by the $(b, 2, m)$-cover similarly developed for $\text{PG}(N-1, q)$, the existence of which may be assumed by mathematical induction since a $(b, 2, m)$-cover exists for $\text{PG}(m, q)$. In particular, for the case $N = m$, $b = 1$; for the case $N = m+1$, $b = q(q+1) + 1$; and in general $b$ is the sum of $\xi (N-m, 0, q)$ ($\xi (N-m, 0, q) - \xi (N-m-1, 0, q)$) and the number of $m$-flats needed to cover the $(N-1)$-flat $\pi_0$. Proceeding recursively, we have $b = \sum_{\alpha=0}^{N-m} q^\alpha \xi (\alpha, 0, q)$.
Theorem (2.4.7). There exists a \((b, 3, m)\)-cover for the geometry \(\text{PG}(N, q)\) with
\[
b = \sum_{\beta=0}^{N-m} \sum_{\alpha=0}^{\beta} q^{\alpha+\beta} \xi(\alpha, 0, q)
\] where \(q\) is a prime power and \(N \geq m \geq 3\).

Proof: Consider the \((m-1)\)-flats belonging to a \((b, 2, m-1)\)-cover for the geometry \(\text{PG}(N-1, q)\) as represented by an \((N-1)\)-flat \(\pi_0\).

Form the \((b, 3, m)\)-cover of \(\text{PG}(N, q)\) by taking all \(m\)-flats through these \((m-1)\)-flats other than those lying in \(\pi_0\) together with a \((b, 3, m)\)-cover of \(\text{PG}(N-1, q)\) as represented by \(\pi_0\). Since any plane \(P\), not in \(\pi_0\), intersects \(\pi_0\) in a unique line lying in an \((m-1)\)-flat \(\pi\) which belongs to the \((b, 2, m-1)\)-cover in \(\pi_0\) defined above and since \(P\) and \(\pi\) determine a unique \(m\)-flat through \(\pi\), each plane not in \(\pi_0\) is covered. Those planes belonging to \(\pi_0\) are covered by the \((b, 3, m)\)-cover similarly developed for \(\text{PG}(N-1, q)\), the existence of which may be assumed by mathematical induction since a \((b, 3, m)\)-cover exists for \(\text{PG}(m, q)\). In particular, for the case \(N=m\), \(b=1\); for the case \(N=m+1\), \(b = (q^2 + q + 1) q + 1 = q^3 + q^2 + q + 1\); and in general, \(b\) is the sum of
\[
\sum_{\alpha=0}^{N-m} q^{\alpha} \xi(\alpha, 0, q) \left( \xi(N-m, 0, q) - \xi(N-m-1, 0, q) \right)
\]
and the number of \(m\)-flats needed to cover the \((N-1)\)-flat \(\pi_0\).

Proceeding recursively, we have
\[
b = \sum_{\beta=0}^{N-m} \sum_{\alpha=0}^{\beta} q^{\alpha+\beta} \xi(\alpha, 0, q).
\]
**Theorem (2.4.8).** There exists a \((b, 4, m)\)-cover for the geometry \(\text{PG}(N,q)\) with

\[
N-m \begin{array}{c} \gamma \\ \beta \end{array} + \gamma \xi(\alpha, 0, q) \quad \text{where} \\
\gamma = 0 \quad \beta = 0 \quad \alpha = 0
\]

\(q\) is a prime power and \(N \geq m \geq 4\).

**Proof:** Consider the \((m-1)\)-flats belonging to a \((b, 3, m-1)\)-cover for the geometry \(\text{PG}(N-1,q)\) as represented by an \((N-1)\)-flat \(\pi_0\). Form the \((b, 4, m)\)-cover of \(\text{PG}(N,q)\) by taking all \(m\)-flats through these \((m-1)\)-flats other than those lying in \(\pi_0\) together with a \((b, 4, m)\)-cover of \(\text{PG}(N-1,q)\) as represented by \(\pi_0\). Since any 3-flat \(\pi_3\), not in \(\pi_0\), intersects \(\pi_0\) in a unique plane lying in a \((m-1)\)-flat \(\pi\) which belongs to the \((b, 3, m-1)\)-cover of \(\pi_0\) defined above and since \(\pi_3\) and \(\pi\) determine a unique \(m\)-flat through \(\pi\), each 3-flat not in \(\pi_0\) is covered. Those 3-flats belonging to \(\pi_0\) are covered by the \((b, 4, m)\)-cover similarly developed for \(\text{PG}(N-1,q)\), the existence of which may be assumed by mathematical induction since a \((b, 4, m)\)-cover exists for \(\text{PG}(m,q)\).

In particular, for the case \(N=m\), \(b=1\); for the case \(N=m+1\),

\[
b = q (q^3 + q^2 + q + 1) + 1 = q^4 + q^3 + q^2 + q + 1;
\]

and in general, \(b\) is the sum of

\[
N-m \begin{array}{c} \beta \\ \gamma \end{array} + \gamma \xi(\alpha, 0, q) \quad \text{where} \\
\beta = 0 \quad \gamma = 0 \quad \alpha = 0
\]

and the number of \(m\)-flats needed to cover the \((N-1)\)-flat \(\pi_0\).

Proceeding recursively, we have

\[
b = \sum_{\gamma=0}^{N-m} \sum_{\beta=0}^{\gamma} \sum_{\alpha=0}^{\beta} q^{\gamma} \xi(\alpha, 0, q).
\]
By proceeding in a step-wise fashion according to the previous theorems, a \((b, t, m)\)-cover may be readily constructed for \(\text{PG}(N,q)\) where \(q\) is a prime power and \(N \geq m \geq t-1\). It is reasonable to believe that
\[
b = \sum_{\alpha_t=0}^{N-m} \sum_{\alpha_{t-1}=0}^{\alpha_2} \cdots \sum_{\alpha_1=0}^{\alpha_2} (\alpha_1, 0, q) \text{ for these cases.}
\]

As indicated earlier, no claim of optimality is made for these constructions. However, they are easily formed and should provide useful bases for combinatorial filing systems until a more optimal class of covers or other type of configuration is developed.

2.4.2. Configurations based on non-linear surfaces in finite-geometries.

A subset \(S\) of points in \(\text{PG}(N,q)\) is called a **cap** of order \(d\) where \(0 \leq d \leq N+1\) if no subset of \(d\) points from \(S\) lie in a \((d-2)\)-flat. Bose [5] used the concept of caps in the design of factorial experiments. He termed the problem of determining the maximum number of points on a cap of order \(d\) the **packing problem**. Solutions to this problem are only available in a few special cases - e.g., \(d=2\), \(N\) and \(q\) arbitrary; \(d=3\), \(q=2\), \(N\) arbitrary; \(d=3\), \(N=2\) or 3, \(q\) arbitrary.

On the other hand, the results on Bose-Chaudhuri [14] codes represent a basis from which a useful series of caps may be constructed. They prove the following theorem.

**Theorem (2.4.8).** Let \(q\) be a prime power and let \(n_0\) be an integer relatively prime to \(q\). Then there exists a cap of order \(d\) with \(n_0\) points on it in the geometry \(\text{PG}(N-1, q)\) where \(N=ud\) and \(u\) satisfies \(q^u - 1 = cn_0\). These points are the columns of the matrix \(H\) when considered with respect to \(GF(q)\).
Proof: Let the attributes correspond to the points of a cap of order $d$ in $PG(N-1,q)$ where $q$ is a prime power relatively prime to $v$ and where $N \geq d$, $v \geq d$. The existence of such a cap follows from Theorem (2.4.7). Let $(\pi_1, \pi_2, \ldots, \pi_b)$ be $n$-flats of a $(b,t,m)$-cover of $PG(N-1,q)$ where $N-1 \geq n \geq t-1$. Define the sets $B_h$ by $B_h = \pi_h \cap \Omega$. The sets $B_h$ are $d$-caps if $|B_h| \geq d$; otherwise all points in $B_h$ are independent. The number of points in the blocks does not exceed the maximum number of points belonging to a $d$-cap in $PG(m,q)$. Finally any set of $t$ points belonging to $\Omega$ must also be covered by one of the $n$-flats $\pi_h$ and hence by one of the blocks $B_h$. 

In the above $\theta = \beta^c$ where $\beta$ is a primitive element of $GF(q^m)$, $g$ is arbitrary, $h$ is arbitrary except for being relatively prime to $n_0$, and $2 \leq d \leq n_0 - 2$. Moreover, if the rank of $H$ is $n_0$, then when all rows of $H$ except $N_0$ independent ones are deleted, the resulting array represents a cap of order $d$ in $PG(N_0-1, q)$.

A proof of Theorem (2.4.8) may be found in either Bose and Ray-Chaudhuri [14], [15], in Peterson [33], or in Ray-Chaudhuri [43]. Caps of order $d$ may be used in the construction of configurations as follows.

**Theorem (2.4.9).** For any integer $v$, there exists an $(\Omega, k, t, b)$ combinatorial configuration based on a cap of order $d$.

**Proof:** Let the attributes correspond to the points of a cap of order $d$ in $PG(N-1,q)$ where $q$ is a prime power relatively prime to $v$ and where $N \geq d$, $v \geq d$. The existence of such a cap follows from Theorem (2.4.7). Let $(\pi_1, \pi_2, \ldots, \pi_b)$ be $n$-flats of a $(b,t,m)$-cover of $PG(N-1,q)$ where $N-1 \geq n \geq t-1$. Define the sets $B_h$ by $B_h = \pi_h \cap \Omega$. The sets $B_h$ are $d$-caps if $|B_h| \geq d$; otherwise all points in $B_h$ are independent. The number of points in the blocks does not exceed the maximum number of points belonging to a $d$-cap in $PG(m,q)$. Finally any set of $t$ points belonging to $\Omega$ must also be covered by one of the $n$-flats $\pi_h$ and hence by one of the blocks $B_h$. 

\[ H = \begin{bmatrix}
1 & \theta^g & \ldots & \theta^{(n_0-1)g} \\
1 & \theta^{g+h} & \ldots & \theta^{(n_0-1)(g+h)} \\
& \ldots & & \\
1 & \theta^{g+(d-1)h} & \theta^{(g+(d-1)h)} & \ldots & \theta^{(n_0-1)(g+(d-1)h)}
\end{bmatrix} \]
The previous theorem was given by Ray-Chaudhury [43]. Although it represents a potentially large and interesting class of combinatorial configurations, it is difficult to apply. This results from the necessity of first finding the relevant d-caps and then finding flat spaces which cover the various subsets of t elements from the d-caps. Finally, the resulting configurations may lack the symmetry of other types of configurations and hence require more blocks. The answers to these questions will require additional research involving perhaps the use of covers based on quadrics or higher degree surfaces instead of flat spaces.

2.5. The use of caps to construct combinatorial configurations in the multi-level attribute case.

In this section, we shall consider a method of construction due to Bose, Abraham, and Ghosh [9], of an (n, k, t, b) configuration for a situation in which there are v attributes, each with s=q levels where \( q \) is a prime power. The attributes \( A_i \) are identified with linear functions \( L_i \) given by

\[
A_1: \quad L_i = h_{i1} x_1 + h_{i2} x_2 + \cdots + h_{iN} x_N \quad i = 1, 2, \ldots, v
\]

where the vectors \( h'_i = (h_{i1}, h_{i2}, \ldots, h_{iN}) \) transposed correspond to the points of a cap of order t in \( PG(N-1,q) \) which has at least v points. The construction of such caps follows from Theorem (2.4.7). The various subsets of t or fewer levels of distinct attributes can be identified with sets of equations expressing that corresponding linear functions equal corresponding levels.

For example, if \( u_{i1}, u_{i2}, \ldots, u_{ig} \) where \( g \leq t \) correspond to levels of the \( i_1 \)-th, \( i_2 \)-th, \ldots, \( i_g \)-th attributes, then we have the
of N-vectors with at most t non-zero coordinates. Since there are at most $N$ of N-vectors and since the total number of possible t-plets (involving different levels of different attributes) is

$$b_0 = 1 + (q-1) \binom{N}{1} + \ldots + (q-1)^t \binom{N}{t}$$
\[ q \binom{v}{1} + q^2 \binom{v}{2} + \ldots + q^t \binom{v}{t} \]

where \( v \) is usually greater than \( N \); in this case, there will be a
number of different \( t \)-plets corresponding to each element of \( \Omega_0 \).

Let \( \chi' = (x_1, x_2, \ldots, x_N) \) denote a solution vector with at most
\( t \) non-zero co-ordinates. The block \( B(\chi) \) corresponding to \( \chi \) in the
configuration is given by \( B(\chi) = \{A_1u_1, A_2u_2, \ldots, A_vu_v\} \) where \( u_1 = L_1(\chi) \) for \( i = 1, 2, \ldots, v \). More than one of the vectors \( \chi \) may have the
same corresponding \( B(\chi) \). However, if the rank of the matrix \( H \) with
rows \( h_1', h_2', \ldots, h_v' \) is \( N \), then the sets \( B(\chi) \) and \( B(\chi^*) \) are different
if \( \chi \) and \( \chi^* \) are different. This results from the fact that \( B(\chi) = \)
\( B(\chi^*) \) implies \( L_1(\chi) = L_1(\chi^*) \) and hence that \( L_i(\chi - \chi^*) = 0 \) for \( i = 1, 2, \ldots, v \); but when the rank of \( H \) is \( N \), this means that \( \chi - \chi^* \)
must be a null vector.

The previous remarks lead to the following theorem of Bose,
Abraham and Ghosh [9].

**Theorem (2.5.1).** There exists a combinatorial configuration \((\Omega, v, t, b)\)
for the case in which \( \Omega \) consists of \( v \) attributes, each with \( s = q \)
levels where \( q \) is a prime power. The structure of the configuration is
based on the properties of \( v \) points lying on a cap of order \( t \)
in \( PG(N-1, q) \) with \( N \) being an appropriate function of \( v, t, q \). Finally,
\[
b \leq b_0 = \sum_{\alpha=0}^{t} (q - 1)^{\alpha} \binom{N}{\alpha}.
\]

The filing scheme which they base on Theorem (2.5.1) is somewhat
different from that outlined in Section 2.2 in the sense that the
blocks $B(x)$ are not ordered; and hence a record is stored in the corresponding bucket if it has any elements at all in common with the block. This leads to increased redundancy. On the other hand, the retrieval scheme they employ makes use of the mechanical abilities of the computer filing system to solve the linear equations associated with queries in order to determine the bucket. This type of operation may be more quickly performed possibly than that of determining the first block set which contains a given query set. Thus, any comparison of the two types of systems will depend upon the properties of the computers to be used and hence will require empirical study.

In the next chapter, we shall consider an alternative method of constructing combinatorial configurations for the multi-level attribute case. The procedure is not quite as general as the one previously described; however, it is fairly simple to apply and provides a reasonably efficient cover with small redundancy.
CHAPTER III

COMBINATORIAL CONFIGURATIONS OBTAINED BY COMPOSITION

3.1. The combinatorial problem.

As was indicated in Section 2.5, the problem of constructing combinatorial configurations with \( k = v \) is equivalent to the problem of forming an array of ordered \( v \)-tuples (in which each co-ordinate corresponds to a unique attribute) in such a way that every possible ordered combination of \( t \) co-ordinates occurs at least once. For the case in which \( \Omega \) consists of \( v \) attributes, each with \( s \) levels, and in which all \( t \)-plets occur exactly once, such a construction is called an orthogonal array of strength \( t \), constraints \( v \), and index unity and is represented by \((b, v, s, t)\). Such orthogonal arrays have been discussed by Bose and Bush [10], Bush [21] as well as many others. However, for large \( v \), the construction of orthogonal arrays of index unity becomes a very difficult, if not impossible, problem of combinatorial mathematics.

On the other hand, the configurations of interest to us do not require that every \( t \)-plet be covered exactly once, but rather at least once. As a result, in some situations the concept of partially balanced array, as defined by Chakravarti [24], [25] is useful.

Definition (3.1.1). A partially balanced array of strength \( t \) in \( b \) blocks, \( v \) attributes with \( s \) levels each, is equivalent to a \((b \times v)\) matrix in which among the rows of each \( t \)-column sub-matrix, every
possible permutation of the values in the vector \((u_1, u_2, \ldots, u_t)\) occurs exactly \(\lambda(u_1, u_2, \ldots, u_t)\) times, independent of which \(t\) columns are chosen.

The partially balanced arrays which are of the most interest here are those in which a majority of the \(\lambda(u_1, u_2, \ldots, u_t)\) are equal to unity. As with orthogonal arrays, the problem of constructing partially balanced arrays for large \(v\) with \(\lambda\)'s near unity is another very difficult problem.

The preceding remarks suggest the following method of attack. First attempt to construct a number of efficient orthogonal arrays and partially balanced arrays for the cases in which \(v\) is small. Then, for larger \(v\), develop a method called composition which expands some of the properties of a small design to the larger ones. The resulting arrays may not have the same symmetry properties as the smaller ones on which they are based. However, when properly formed, they will satisfy the covering requirements appropriate to the corresponding combinatorial configuration. Moreover, in some instances, these methods can be applied to cases in which different attributes assume different numbers of levels (i.e., when the \(n_i\) are not necessarily equal). In the subsequent sections of this chapter, the method of composition will be illustrated for combinatorial configurations of orders 2, 3, and 4.

3.2. The construction of configurations of order 2 with \(k = v\).

Let us assume that there are \(v\) attributes, each with \(s\) levels. A combinatorial configuration with \(k = v\), \(t = 2\) can be represented by a \((b \times v)\) matrix in which among the rows of each 2-column sub-matrix, each of the \(s^2\) possible ordered 2-tuples \((u_1, u_2)\) occurs
at least once. In this section, a method of constructing such matrices will be discussed for three cases of interest:

Case I: \( s = 2 \)

Case II: \( s = q \) where \( q \) is a prime power

Case III: \( s \) is not a prime power

Finally, some consideration is given to the application of the basic approach used to some situations in which the number of levels assumed by the attributes are not necessarily equal; i.e.,

Case IV: the \( n_i \) are not necessarily equal

3.2.1. Case I: \( s = 2 \).

If \( v = 3 \), then the orthogonal array \((4, 3, 2, 2)\) of index unity given by

\[
\begin{align*}
000 \\
011 \\
101, & \quad b = 4 \\
110 
\end{align*}
\]

represents an optimal configuration with each of the possible values \(00, 01, 10, 11\) occurring exactly once among the rows of each 2-column sub-matrix. Similarly, if \( v = 4 \), then the partially balanced array of strength \( t = 2 \) given by

\[
\begin{align*}
0000 \\
0111 \\
1011, & \quad b = 5 \\
1101 \\
1110 
\end{align*}
\]

with \( \lambda(1, 0) = \lambda(0, 1) = \lambda(0, 0) = 1, \lambda(1, 1) = 2 \) represents an optimal configuration since the assignment of two \( 1 \)'s and two \( 0 \)'s to four-tuples in each way possible would lead to six blocks. The above
constructions represent efficient configurations for the two small values of \( v \) considered. The design (3.2.1) may be extended to the cases \( v = 6, v = 9, \) and \( v = 12 \) by the following compositions

\[
\begin{array}{ccc}
00 & 00 & 00 \\
00 & 11 & 11 \\
11 & 00 & 11 \\
11 & 11 & 00 \\
01 & 01 & 01 \\
10 & 10 & 10 \\
\end{array}
\begin{array}{ccc}
0000 & 0000 & 0000 \\
0000 & 1111 & 1111 \\
1111 & 0000 & 1111 \\
1111 & 1111 & 0000 \\
0111 & 0111 & 0111 \\
1110 & 1110 & 1110 \\
\end{array}
\]

(3.2.3)

The first four blocks of each of these arrays are formed by dividing the attributes into three groups and assigning the \( i \)-th column of (3.2.1) to each of the attributes in the \( i \)-th group. As a result, any pair of values of attributes from different groups is covered in one of these blocks. Also, the pairs of values 00 and 11 are covered for pairs of attributes belonging to the same group. The remaining blocks are then formed by duplicating either (3.2.1) or (3.2.2) (except for the vector of 0's therein) or simply the two pairs 01 and 10 within each group depending on whether there are 3, 4, or 2 attributes respectively associated with each group. Continuing in a similar manner, the method of composition yields the following designs for the cases \( v = 18, v = 27, \) and \( v = 36. \)

\[
\begin{array}{ccc}
000000 & 000000 & 000000 \\
000000 & 111111 & 111111 \\
111111 & 000000 & 111111 \\
111111 & 111111 & 000000 \\
001111 & 001111 & 001111 \\
110111 & 110111 & 110111 \\
111100 & 111100 & 111100 \\
010101 & 010101 & 010101 \\
101010 & 101010 & 101010 \\
\end{array}
\begin{array}{ccc}
00000000 & 00000000 & 00000000 \\
00000000 & 11111111 & 11111111 \\
11111111 & 00000000 & 11111111 \\
11111111 & 11111111 & 00000000 \\
00111111 & 00111111 & 00111111 \\
11100011 & 11100011 & 11100011 \\
11111100 & 11111100 & 11111100 \\
01101101 & 01101101 & 01101101 \\
10110110 & 10110110 & 10110110 \\
11011010 & 11011010 & 11011010 \\
11011011 & 11011011 & 11011011 \\
11011011 & 11011011 & 11011011 \\
\end{array}
\]

\( b = 6 \) \hspace{1cm} \( b = 7 \) \hspace{1cm} \( b = 8 \)

\[
\begin{array}{ccc}
000000 & 000000 \\
000000 & 111111 \\
111111 & 000000 \\
111111 & 111111 \\
001111 & 001111 \\
110111 & 110111 \\
111100 & 111100 \\
010101 & 010101 \\
101010 & 101010 \\
\end{array}
\begin{array}{ccc}
00000000 & 00000000 & 00000000 \\
00000000 & 11111111 & 11111111 \\
11111111 & 00000000 & 11111111 \\
11111111 & 11111111 & 00000000 \\
00111111 & 00111111 & 00111111 \\
11100011 & 11100011 & 11100011 \\
11111100 & 11111100 & 11111100 \\
01101101 & 01101101 & 01101101 \\
10110110 & 10110110 & 10110110 \\
11011010 & 11011010 & 11011010 \\
11011011 & 11011011 & 11011011 \\
11011011 & 11011011 & 11011011 \\
\end{array}
\]

\( b = 9 \) \hspace{1cm} \( b = 10 \)
From the nature of the previous constructions, one can see that the composition can be subsequently extended for higher values of \( v \). These results may be stated in terms of the following theorem.

**Theorem (3.2.1).** For the case of \( v \) attributes with two levels each, there exists a second order combinatorial configuration with \( k = v \) and \( b \) as follows

\[
\begin{align*}
    b &= 3u + 1 \quad \text{if} \quad 2 \cdot 3^{u-1} < v \leq 3^u \\
    b &= 3u + 2 \quad \text{if} \quad 3^u < v \leq 3^u + 3^{u-1} \\
    b &= 3u + 3 \quad \text{if} \quad 3^u + 3^{u-1} < v \leq 2 \cdot 3^u
\end{align*}
\]

where \( u = 1, 2, \ldots \).

**Proof:** First of all the basic constructions are for the cases in which \( v \) has one of the three forms \( v = 3^u \), \( v = 3^u + 3^{u-1} \), or \( v = 2 \cdot 3^u \). When this does not hold true, then the construction is based on the smallest value \( v^* \) larger than \( v \) which has one of the three indicated forms, in which case the last \((v^* - v)\) columns of the resulting array are deleted.

Suppose \( v \) has one of the three forms \( v = 3^u \), \( v = 3^u + 3^{u-1} \), or \( v = 2 \cdot 3^u \), each of which is divisible by \( 3 \) when \( u > 0 \). Then the
first group of blocks is given by

\[
\begin{align*}
0(v/3) & 0(v/3) 0(v/3) \\
0(v/3) & 1(v/3) 1(v/3) \\
1(v/3) & 0(v/3) 1(v/3) \\
1(v/3) & 1(v/3) 1(v/3)
\end{align*}
\]

where \( w(v/3) \) means that the value "\( w \)" is repeated \( (v/3) \) times. Since \( (v/3) \) has one of the three forms \( (v/3) = 3^{u-1}, (v/3) = 3^{u-1} + 3^{u-2}, \) or \( (v/3) = 2 \cdot 3^{u-1}, \) the remaining blocks can be formed by repeating the construction appropriate to \( (v/3) \) with the vector of 0's excluded.

The existence of such designs has already been demonstrated for the cases \( u = 1, 2. \) Thus, the result follows by induction.

Finally, since the expression for the number of blocks \( b(u) \) as a function of \( u \) satisfies the relation \( b(u) = 4 + (b(u-1) - 1) = 3 + b(u-1), \) we have the equation \( b(u) = 3u + b(0) \) where \( b(0) \) is equal to 1, 2, or 3 according to the form of \( v. \)

The value of Theorem (3.2.1) is that it provides constructions for which the value of \( b \) increases at an additive linear rate as the value of \( v \) increases at a multiplicative exponential rate; i.e., for a given \( v \) and \( b, \) the number of blocks appropriate for \( 3v \) is \( b + 3. \)

In particular, the following table indicates the relative sizes of \( b \) and \( v. \)

<table>
<thead>
<tr>
<th>( v )</th>
<th>( b )</th>
<th>( v )</th>
<th>( b )</th>
<th>( v )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4</td>
<td>27</td>
<td>10</td>
<td>243</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>36</td>
<td>11</td>
<td>324</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>54</td>
<td>12</td>
<td>486</td>
<td>18</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>81</td>
<td>13</td>
<td>729</td>
<td>19</td>
</tr>
<tr>
<td>12</td>
<td>8</td>
<td>108</td>
<td>14</td>
<td>972</td>
<td>20</td>
</tr>
<tr>
<td>18</td>
<td>9</td>
<td>162</td>
<td>15</td>
<td>1458</td>
<td>21</td>
</tr>
</tbody>
</table>
The filing schemes based on combinatorial configurations derived from Theorem (3.2.1) have a relatively small redundancy \( R \) since \( R \) is necessarily less than or equal to \( b \) (where one recalls that the structure of such schemes allows the accession number of a pertinent record to be stored in exactly one address within any given bucket). On the other hand, with \( k = v \), the number of sub-buckets can become overwhelmingly large for large \( v \). Fortunately, the effects of this problem can be substantially reduced by using appropriate multi-stage schemes which will be discussed in the next chapter.

3.2.2. Case II: \( s = q \) where \( q \) is a prime power.

Let \( \theta \) denote a primitive element of the Galois field \( GF(q) \).

Consider the \((q + 1) \times 2\) matrix

\[
H_2' = \begin{bmatrix}
0 & 1 \\
1 & 0 \\
1 & 1 \\
1 & \theta \\
1 & \theta^2 \\
\cdots \\
1 & \theta^{q-2}
\end{bmatrix}
\]  

(3.2.4)

which has the property that no two rows are linearly dependent. Let \( G_2 \) denote a \((q + 1) \times (q - 1)\) matrix, the columns of which are a basis of the vector space which is orthogonal to the columns of \( H_2' \). For example,

\[
G_2 = \begin{bmatrix}
-1 & -\theta & -\theta^2 & \cdots & -\theta^{q-2} \\
-1 & -1 & -1 & \cdots & -1 \\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 1
\end{bmatrix}
\]

Form the \( q^2 \times (q + 1) \) matrix in which each of the rows is orthogonal to
the columns of \( G_2 \); i.e., if \((x_1, x_2, \ldots, x_{q+1})\) denotes a row of the array, then the following equations are satisfied.

\[
\begin{align*}
x_3 &= x_1 + x_2 \\
x_4 &= \theta \cdot x_1 + x_2 \\
x_5 &= \theta^2 \cdot x_1 + x_2 \\
& \vdots \\
x_{q+1} &= \theta^{q-2}x_1 + x_2
\end{align*}
\]

Hence, if all \( q^2 \) possible pairs of values are assigned to \((x_1, x_2)\) in the first two columns of the matrix, then the remaining columns can be determined from the above equations. Since every \((q + 1) \times 1\) vector generated by the columns of \( G_2 \) has at least three non-zero co-ordinates (for otherwise, there would be two dependent rows of \( H_2 \) and hence a contradiction), all equations which are linear combinations of the defining equations for the array involve at least three co-ordinates.

As a result, any pair of co-ordinates is free to assume all \( q^2 \) possible pairs of values. Thus the constructed \( q^2 \times (q + 1) \) matrix represents an orthogonal array \((q^2, q+1, q, 2)\) of index unity. It appears as follows

\[
\begin{bmatrix}
0 & 0 & 0 & \ldots & 0 \\
0 & 1 & 1 & \ldots & 1 \\
0 & \theta & \theta & \ldots & \theta \\
0 & \theta^{q-2} & \theta^{q-2} & \ldots & \theta^{q-2} \\
1 & 0 \\
1 & 1 \\
1 & \theta \\
1 & \theta^{q-2} \\
\theta & 0 \\
\theta & 1 \\
\theta & \theta \\
\theta & \theta^{q-2} \\
\theta & 0 \\
\theta^{q-2} & 0 \\
\theta^{q-2} & 1 \\
\theta^{q-2} & \theta \\
\theta^{q-2} & \theta^{q-2} \\
\theta^{q-2} & \theta^{q-2} \\
\theta^{q-2} & \theta^{q-2}
\end{bmatrix}
\]

\( (3.2.5) \) remainder determined from arithmetic of \( \text{GF}(q) \)
The previously indicated construction of the array is based on methods given by Bose [5] in connection with the design of factorial experiments. In addition, use is made of the fact that when \( q \) is a prime power, there exists a complete set of \((q - 1)\) orthogonal Latin squares. The relationship between complete sets of Latin squares and orthogonal arrays has been considered by Bose and Bush [10].

If the first column of the matrix in (3.2.5) is deleted, we obtain a \((q^2, q, q, 2)\) orthogonal array in which the first \( q \) rows are a vector of 0's, a vector of 1's, a vector of \( \theta \)'s, ..., and a vector of \( \theta^{q-2} \)'s respectively. Let this array be denoted by (3.2.5*). The arrays (3.2.5) or (3.2.5*) or the arrays obtained by deleting additional columns from (3.2.5) represent efficient configurations for the cases \( v \leq q + 1 \).

The designs (3.2.5) and (3.2.5*) may be extended to the cases \( v = q(q + 1) \) and \( v = (q + 1)^2 \) by the following composition. The first \( q^2 \) blocks of the arrays are formed by dividing the attributes into \((q + 1)\) groups and assigning the \( i \)-th column of (3.2.5) to each of the attributes (columns) in the \( i \)-th group. As a result, any pair of values for attributes from different groups is covered in one of these blocks. Also, the pairs of values 00, 11, \( \theta \theta \), ... \( \theta^{q-2} \theta^{q-2} \) are covered for pairs of attributes belonging to the same group. The remaining blocks are then formed by duplicating within each group either

i. all but the first row of (3.2.5) for the case \( v = (q + 1)^2 \), i.e., all vectors there except the vector of 0's.

ii. all but the first \( q \) rows of (3.2.5*) for the case \( v = q(q + 1) \), i.e., all vectors there except the vectors of 0's, of 1's, of \( \theta \)'s, ..., and of \( \theta^{q-2} \)'s.
When this is done, the number of blocks \( b_q(v; 2) \) required for the resulting configurations are

\[
\begin{align*}
    b_q((q + 1)^2, 2) &= q^2 + (q^2 - 1) = 2q^2 - 1 \text{ for (i)} \\
    b_q(q(q + 1), 2) &= q^2 + (q^2 - q) = 2q^2 - q \text{ for (ii)}
\end{align*}
\]

The fact that the composition procedure can be extended for higher values of \( v \) is indicated in the following theorem.

**Theorem (3.2.2).** For the case of \( v \) attributes with \( q \) levels each where \( q \) is a prime power, there exists a second order combinatorial configuration with \( k = v \) and \( b = (u_1 + u_2)q^2 - (qu_2 + u_1 - 1) \) where \( u_1 \) and \( u_2 \) are integers such that \( (q + 1)^{u_1}q^{u_2} \) is as small as possible but still exceeds \( v \).

**Proof:** As indicated in the proof of Theorem (3.2.1), only the case \( v = (q + 1)^{u_1}q^{u_2} \) need be considered. The first group of blocks is formed by dividing the attributes into \( (q + 1)^{u_1}q^{u_2} \) groups of \( (q + 1) \) attributes each if \( u_1 \geq 1 \) or \( (q + 1)^{u_1}q^{u_2 - 1} \) groups of \( q \) attributes each if \( u_2 \geq 1 \). For each attribute in the \( i \)-th group, assign the \( i \)-th column of the array appropriate to \( v = (q + 1)^{u_1}q^{u_2} \) or \( v = (q + 1)^{u_1}q^{u_2 - 1} \) as the case may be. The remaining blocks are then formed according to the previously indicated methods (i) or (ii) respectively depending on whether there are \( (q + 1) \) or \( q \) attributes in each group. Either approach gives rise to \( b_q(v; 2) = (u_1 + u_2)q^2 - (qu_2 + u_1 - 1) \) blocks.

As was the case with Theorem (3.2.1), the value of Theorem (3.2.2) is that it provides constructions for which \( b \) increases at a linear rate as \( v \) increases at an exponential rate. In particular, the
The following tables provide an indication of the relationship between \( b \) and \( v \) for different values of \( q \).

<table>
<thead>
<tr>
<th>( q = 3 )</th>
<th>( q = 4 )</th>
<th>( q = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v )</td>
<td>( b )</td>
<td>( v )</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>25</td>
</tr>
<tr>
<td>36</td>
<td>21</td>
<td>80</td>
</tr>
<tr>
<td>48</td>
<td>23</td>
<td>100</td>
</tr>
<tr>
<td>64</td>
<td>25</td>
<td>125</td>
</tr>
<tr>
<td>108</td>
<td>27</td>
<td>320</td>
</tr>
<tr>
<td>144</td>
<td>29</td>
<td>400</td>
</tr>
<tr>
<td>192</td>
<td>31</td>
<td>500</td>
</tr>
<tr>
<td>324</td>
<td>33</td>
<td>625</td>
</tr>
<tr>
<td>432</td>
<td>35</td>
<td>1280</td>
</tr>
<tr>
<td>576</td>
<td>37</td>
<td>1600</td>
</tr>
<tr>
<td>972</td>
<td>39</td>
<td>2000</td>
</tr>
<tr>
<td>1296</td>
<td>41</td>
<td>2500</td>
</tr>
<tr>
<td>1728</td>
<td>43</td>
<td>5120</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( q = 7 )</th>
<th>( q = 9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v )</td>
<td>( b )</td>
</tr>
<tr>
<td>7</td>
<td>49</td>
</tr>
<tr>
<td>8</td>
<td>49</td>
</tr>
<tr>
<td>56</td>
<td>91</td>
</tr>
<tr>
<td>94</td>
<td>97</td>
</tr>
<tr>
<td>392</td>
<td>133</td>
</tr>
<tr>
<td>448</td>
<td>139</td>
</tr>
<tr>
<td>512</td>
<td>145</td>
</tr>
<tr>
<td>2744</td>
<td>175</td>
</tr>
<tr>
<td>3156</td>
<td>181</td>
</tr>
<tr>
<td>3584</td>
<td>187</td>
</tr>
<tr>
<td>4096</td>
<td>193</td>
</tr>
</tbody>
</table>
Example (3.2.1). Suppose $q = 3$. The methods of Theorem (3.2.2) provide the following constructions

<table>
<thead>
<tr>
<th>$v$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$v$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>48</td>
<td>23</td>
</tr>
</tbody>
</table>
3.2.3. **Case III: s is not a prime power.**

Let q denote the smallest prime power exceeding s. Consider the series of configurations developed by the methods of Sub-section 3.2.2 for the situation of v attributes with q levels each. Suppose the q levels are denoted by 0, 1, $\theta$, $\theta^2$, ..., $\theta^{s-2}$, $\theta^{s-1}$, ..., $\theta^{q-2}$. If $\theta^{s-1}$, $\theta^{s-2}$, ..., $\theta^{q-2}$ are replaced by $\theta^{s-2}$, $\theta^{s-3}$, ..., $\theta^{(s-2)-(q-s)}$, then the resulting array is equivalent to a second order configuration involving s levels. Moreover, in some cases it may be possible to reduce the number of blocks required by deleting any rows of the matrix which are made identical with some other row by the preceding transformation.

Finally, one should note that for certain small values of v, other methods of constructing second order configurations may lead to a smaller number of blocks. In these cases, such constructions may be used to supplement the composition procedure in a fashion similar to the method outlined in the proof of Theorem (3.2.2).

To see more clearly, however, the basic approach of this sub-section, let us consider as an example the situation in which s = 6. In this case, q = 7. For v = 7 or 8, there exists a second order configuration with b = 49 blocks. If $\theta^5$ is replaced by $\theta^4$ in this, then two of the blocks have the same form and hence one may be deleted. As a result, for v = 7 or 8 and s = 6, there exists a second order combinatorial configuration with b = 48. Using the structure of these arrays according to Theorem (3.2.2), the following table may be formed to indicate the relationship between v and b.
The above table may be supplemented by noting that for \( v = 3 \), a configuration with \( b = 36 \) blocks may be formed by assigning the 36 possible ordered pairs to the first two columns of the array and then forming the third column as the mod 6 sum of the first two columns. In addition, for \( v = 4 \) and \( v = 5 \), arrays may be based on constructions appropriate for \( q = 4 \). This is achieved by first forming the relevant array with \( q = 4 \) three times, and then identifying the symbols in the first array with the levels 0, 1, 2, 3; the ones in the second array with 0, 1, 4, 5; and the ones in the third array with 2, 3, 4, 5; and finally deleting any block, so obtained, that is identical to some other block or which are redundant in the sense that pairs covered by it are covered elsewhere. When \( v = 4 \), this approach leads to a configuration with \( b = 42 \) while for \( v = 5 \), \( b = 44 \). These may be used to supplement the preceding table relating \( v \) and \( b \) as follows.
For other non-prime power values of \( s \), similar methods and tables can be developed. However, as indicated at the onset, the simplest approach is to work with arrays based on the smallest prime power \( q \) exceeding \( s \).

3.2.4. Case IV: the \( n_i \)'s are not necessarily equal.

Let \( q \) denote the smallest prime power exceeding each of the \( n_i \)'s \( i = 1, 2, \ldots, v \) where \( n_i \) denotes the number of levels associated with the \( i \)-th attribute. Any second order configuration which is appropriate to the case of \( q \) levels can be applied to this situation by defining for each attribute a correspondence which transforms the symbols 0, 1, \( \theta \), \( \ldots \), \( \theta^{q-2} \) into the \( n_i \) levels of the attribute. In addition, in some cases, it may be possible to reduce the number of blocks by deleting any rows of the array which are made identical with some other row by the preceding transformation. Finally, as was indicated for the situation of Sub-section 3.2.3, one can attempt to construct appropriate second order configurations for small values of \( v \) and then expand them by a composition procedure.

To illustrate the approach here, let us consider a situation in which one half of the attributes have two levels each and the other half have three each. For the case \( v = 6 \), the following configuration is appropriate:

\[
\begin{array}{cccc}
011 & 000 \\
011 & 111 \\
011 & 222 \\
101 & 012 \\
101 & 120 \quad , \quad b = 9 \\
101 & 201 \\
110 & 021 \\
110 & 102 \\
000 & 210 \\
\end{array}
\]
where each of the first three attributes has two levels while each of the last three has three levels. This may then be extended to the case \( v = 18 \) as follows.

\[
\begin{array}{cccccccc}
000 & 111 & 111 & 000 & 000 & 000 \\
000 & 111 & 111 & 111 & 111 & 111 \\
000 & 111 & 111 & 222 & 222 & 222 \\
111 & 000 & 111 & 000 & 111 & 222 \\
111 & 000 & 111 & 111 & 222 & 000 \\
111 & 111 & 000 & 000 & 222 & 111 \\
111 & 111 & 000 & 111 & 000 & 222 \\
000 & 000 & 000 & 222 & 111 & 000 \\
011 & 011 & 011 & 012 & 012 & 012 \\
011 & 011 & 011 & 120 & 120 & 120 \\
101 & 101 & 101 & 201 & 201 & 201 \\
101 & 101 & 101 & 021 & 021 & 021 \\
110 & 110 & 110 & 102 & 102 & 102 \\
110 & 110 & 110 & 210 & 210 & 210 \\
\end{array}
\]

\( b = 15 \)

where each of the first nine attributes has two levels while each of the last nine has three levels. From the above, one can see that the composition procedure can be readily continued to yield configurations for higher values of \( v \).

3.3. The construction of configurations of order 3 with \( k = v \).

As was the case in the previous section, we shall here be mostly concerned with the situation in which each of \( v \) attributes has \( s \) levels. Methods will be given for the construction of a \((b \times v)\) matrix such that among the rows of each 3-column sub-matrix, each of the \( s^3 \) possible ordered three-tuples occurs at least once. The basic composition approach will be discussed for the following three cases of interest:

Case I : \( s = 2 \)

Case II : \( s = q \) where \( q \) is a prime power

Case III : \( s \) is not a prime power
Some aspects of the solutions for the above cases may also be applied to the situation in which the numbers $n_i$ are not necessarily equal. However, the basic approach to this situation is not as clear-cut here as it was for second order configurations. In any event, some remarks as to how one should proceed will be indicated under the heading of Case IV.

3.3.1. **Case I: $s = 2$.**

When $v = 4$, an orthogonal array of strength three and index unity may be constructed by forming an $(8 \times 4)$ matrix in which the first three columns represent all possible ordered three-tuples and the fourth column is the mod 2 sum of the first three columns. The resulting array appears as follows:

\[
\begin{array}{cccc}
0000 & 0011 & 0101 & 0110 \\
1001 & 1100 & 1111 & \\
\end{array}
\]

It represents an optimal configuration of order three. Moreover, the first three columns of (3.3.1) is optimal for $v = 3$.

Efficient partially balanced arrays may be derived by noting that for any ordered choice of three attributes, the set of $v$-tuples which contain exactly one "1" provide a cover for the three-tuples 000, 001, 010, and 100 while the set of $v$-tuples which contain exactly one "0" provide a cover for the three-tuples 011, 101, 110, and 111. The number of blocks required in such arrays is hence $b = 2v$. In particular, for $v = 5$, we have the array
are covered. For the cases where the levels associated with the rows need to be added to the array so that for any choice of three attributes coming from different pairs, all possible three-tuples are covered because such a choice is equivalent to a selection of three attributes from the $v^*$ for which a third order configuration already exists. To complete the construction, additional rows need to be added to the array so that for any choice of three attributes with two coming from the same pair, all possible three-tuples are covered. For the cases where the levels associated with the attributes coming from the same pair are equal (i.e., "00" or "11"), the initial set of blocks already provides a cover because the resulting three-tuples are equivalent to two-tuples of $v^*$ attributes and hence are accounted for by the corresponding third order array. The remaining uncovered three-tuples involve either "01" or "10" being associated
with a pair. These may be taken care of by writing down the array of order two which is appropriate to \( v^* \) attributes with two levels each with the adjustment that "0" is replaced by "01" and "1" is replaced by "10". Because any choice of three attributes with two coming from the same pair and having different levels is equivalent to a corresponding two-tuple of \( v^* \) attributes, the additional blocks complete the construction of the configuration of order three.

In order to see more clearly the structure associated with the previously given method of composition, let us consider the following examples for \( v = 6, v = 8, \) and \( v = 10.\)

\[
\begin{array}{ccc}
00 00 00 & 00 00 11 & 11 00 00 00 \\
00 00 11 & 00 11 00 11 & 00 11 00 00 \\
00 11 00 & 00 11 00 11 & 00 00 11 00 \\
00 11 11 & 00 11 11 00 & 00 00 11 00 \\
11 00 00 & 11 00 00 11 & 00 00 00 11 \\
11 00 11 & 11 00 11 00 & 00 11 11 11 \\
11 11 00 & 11 11 00 00 & 11 00 11 11 \\
11 11 11 & 11 11 11 11 & 11 11 00 11 \\
01 01 01 & 01 01 01 01 & 11 11 11 00 \\
01 10 10 & 01 10 10 10 & 11 11 11 00 \\
10 01 10 & 10 01 10 10 & 01 01 01 01 \\
10 10 01 & 10 10 01 10 & 01 10 10 10 \\
10 10 10 & 10 10 10 10 & 10 10 10 10
\end{array}
\]

\[b = 12\]  \[b = 13\]  \[b = 16\]

The above constructions can be readily extended to \( v = 12, v = 16, \) and \( v = 20, \) etc by re-applying the composition algorithm. In summary, if we let \( b_3(v; 3) \) denote the number of blocks so obtained for the configuration of order three with \( k = v \) and appropriate to the situation of \( v \) attributes with two levels each, then we may state the following theorem.
Theorem (3.3.1): By successively applying the previously indicated method of composition, combinatorial configurations of order three with \( k = v \) may be constructed for any \( v \) attributes with two levels each. The number of blocks required is given by the relation

\[
b_2(v; 3) = b_2\left(\lfloor v/2 \rfloor_+; 3\right) + b_2\left(\lfloor v/2 \rfloor_+; 2\right)
\]

where it is presumed that \( v \) exceeds 6.

Using Theorem (3.3.1), the following table may be constructed to indicate the relationship between \( v \) and \( b \)

<table>
<thead>
<tr>
<th>( v )</th>
<th>( b )</th>
<th>( v )</th>
<th>( b )</th>
<th>( v )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>24</td>
<td>26</td>
<td>192</td>
<td>62</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>32</td>
<td>29</td>
<td>256</td>
<td>68</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>40</td>
<td>34</td>
<td>320</td>
<td>74</td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>48</td>
<td>36</td>
<td>384</td>
<td>78</td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>64</td>
<td>40</td>
<td>512</td>
<td>85</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>80</td>
<td>46</td>
<td>640</td>
<td>91</td>
</tr>
<tr>
<td>12</td>
<td>18</td>
<td>96</td>
<td>48</td>
<td>768</td>
<td>96</td>
</tr>
<tr>
<td>16</td>
<td>20</td>
<td>128</td>
<td>53</td>
<td>1024</td>
<td>104</td>
</tr>
<tr>
<td>20</td>
<td>24</td>
<td>160</td>
<td>59</td>
<td>1280</td>
<td>110</td>
</tr>
</tbody>
</table>

From the above, one can observe that the required \( b \) increases at a much slower rate than \( v \).

3.3.2. Case II: \( s = q \) where \( q \) is a prime power.

Using properties of non-degenerate conics in \( PG(2, q) \) according to methods given in Bose [5] and Bose and Bush [10], one can construct orthogonal arrays of strength three and index unity for \( 3 \leq v \leq q + 1 \) if \( q \) is odd and \( 3 \leq v \leq q + 2 \) if \( v \) is even. The basic approach is to form the matrix \( H_3 \) with

\[
H_3 = \begin{bmatrix}
1 & 0 & 1 & 1 & \ldots & 1 \\
0 & 0 & 1 & \theta & \theta^2 & \ldots & \theta^{q-2} \\
0 & 1 & \theta & \theta^2 & \ldots & \theta^{2q-4}
\end{bmatrix}
\]

if \( q \) is odd.
of this approach are similar to what was outlined in Sub-section 3.3.2.

An array of order three which is appropriate to \( v \) attributes is then written down with the adjustment that each symbol is replaced by a c-plet in which the symbol is repeated \( c \) times; eg "0" is replaced by "00...0"; "1" is replaced by "11...1"; "\( \theta \)" is replaced by "\( \theta \theta...\theta \)"; etc. For any
choice of three attributes coming from different c-plets, all possible ordered three-tuples are covered because such a choice is equivalent to a selection of three attribute levels from the \( v^* \) for which the third order configuration already exists. To complete the configuration, additional rows need to be added to the array so that for any choice of three attributes with two or three coming from the same c-plet, all possible three-tuples are covered. For the cases in which the levels associated with the same c-plet are equal (e.g., "00" or "11"; or "000" or "111"; etc.), the initial set of blocks already provides a cover because the resulting three-tuples are equivalent to two-tuples or one-tuples of \( v^* \) attributes and hence are covered by the corresponding third order array. The remaining uncovered three-tuples are accounted for in two steps. First \((q - 1)\) arrays of order two which are appropriate to \( v^* \) attributes with \( q \) levels each are formed with the adjustment that each symbol therein is replaced by a corresponding c-plet. The \( q \) c-plets for the first array may be taken as the rows of the sub-matrix associated with the second through \((c + 1)\)-th columns and the \((q + 1)\)-th through \((2q)\)-th rows of the orthogonal array of strength two given in (3.2.5). The \( q \) c-plets for the next such array may be formed similarly from the \((2q + 1)\)-th through \((3q)\)-th rows of (3.2.5). This process can be continued with the \( q \) c-plets in the \((q - 1)\)-th such array being so taken from the last \( q \) rows of (3.2.5). For the case of \( c = q \), the above process is equivalent to associating the \((q - 1)\) sets of \( q \) c-plets with the rows of \((q - 1)\) mutually orthogonal \( q \times q \) Latin squares. These additional arrays account for the remaining three-tuples in which exactly two attributes come from the same c-plet. The final part of the array is formed by repeating for each of the \( v^* \) groups
corresponding to c-plets, a c-column matrix the rows of which ( when taken together with the c-plets associated with the \((q - 1)\) second order arrays and the c-plets with the same symbol repeated) lead to a configuration of order three appropriate for c attributes with \(q\) levels each. Since \(c \leq q\), this can be done with \((q^3 - q^2)\) additional blocks by locating the \((q^3 \times c)\) sub-matrix of \(\mathbf{H}_2\) which represents an orthogonal array of strength three which contains the orthogonal array of strength two associated with the \(q^2\) different types of c-plets already appearing in the array.

The structure associated with the previously given method of composition can be seen more clearly in terms of a series of examples. Hence, let us consider the case \(q = 3\). When \(v = 4\), the following orthogonal array of strength three and index unity may be formed.

\[
\begin{array}{cccc}
0000 & 1002 & 2001 \\
0012 & 1011 & 2010 \\
0021 & 1020 & 2022 \\
0102 & 1101 & 2100 \\
0111 & 1110 & 2112 \\
0120 & 1122 & 2121 \\
0201 & 1200 & 2202 \\
0210 & 1212 & 2211 \\
0222 & 1221 & 2220 \\
\end{array}
\]

(3.3.3)

it represents an optimal configuration of order three. Moreover, the first three columns of the matrix in (3.3.3) represents an optimal array for \(v = 3\). Finally, the following partially balanced array is of interest for \(v = 5\)

\[
\begin{array}{cccccc}
00012 & 00021 & 01111 & 21111 \\
00102 & 00201 & 10111 & 12111 \\
00120 & 00210 & 11011 & 11211 \\
01002 & 02001 & 11101 & 11121 \\
01020 & 02010 & 11110 & 11112 \\
01200 & 02100 & 02222 & 12222 \\
10002 & 20001 & 20222 & 21222 \\
10020 & 20010 & 22022 & 22122 \\
10200 & 20100 & 22222 & 22212 \\
12000 & 21000 & 22220 & 22221 \\
\end{array}
\]

(3.3.4)
where \( \lambda(0, 1, 2) = \lambda(0, 1, 1) = \lambda(0, 2, 2) = \lambda(1, 2, 2) = \lambda(1, 1, 2) = 1; \)
\( \lambda(0, 0, 1) = \lambda(0, 0, 2) = \lambda(0, 0, 0) = 2; \lambda(1, 1, 1) = \lambda(2, 2, 2) = 4. \)

The array given in (3.3.3) can be extended to \( v = 8 \) with \( b = 45 \) as follows:

| 00 00 00 00 | 11 00 00 22 | 22 00 00 11 | 01 01 01 01 | 02 02 02 02 |
| 00 00 11 22 | 11 00 11 11 | 22 00 11 00 | 01 12 12 12 | 02 10 10 10 |
| 00 00 22 11 | 11 00 22 00 | 22 00 22 22 | 01 20 20 20 | 02 21 21 21 |
| 00 11 00 22 | 11 11 00 11 | 22 11 00 00 | 12 01 12 20 | 10 02 10 21 |
| 00 11 11 11 | 11 11 11 00 | 22 11 11 22 | 12 12 20 01 | 10 10 21 02 |
| 00 11 22 00 | 11 11 22 22 | 22 11 22 11 | 12 20 01 12 | 10 21 02 10 |
| 00 22 00 11 | 11 22 00 00 | 22 22 00 22 | 20 01 20 12 | 21 02 21 10 |
| 00 22 11 00 | 11 22 11 22 | 22 22 11 11 | 20 12 01 20 | 21 10 02 21 |
| 00 22 22 22 | 11 22 22 11 | 22 22 22 00 | 20 20 12 01 | 21 21 10 02 |

Similarly, it may be extended to \( v = 12 \) and \( b = 63 \):

| 00 00 00 00 00 00 | 11 11 00 00 22 22 | 22 22 00 00 11 11 |
| 00 00 11 11 22 22 | 11 11 00 11 11 11 | 22 22 00 11 11 00 |
| 00 00 22 22 11 00 | 11 11 00 22 22 00 | 22 22 00 22 22 00 |
| 00 11 00 11 11 11 | 11 11 00 11 11 11 | 22 22 00 11 11 00 |
| 00 11 11 11 11 11 | 11 11 11 11 11 00 | 22 22 11 11 11 22 |
| 00 11 22 22 00 00 | 11 11 11 22 22 00 | 22 22 11 22 11 11 |
| 00 22 00 11 11 11 | 11 11 22 00 00 00 | 22 22 22 00 00 00 |
| 00 22 11 11 00 00 | 11 11 22 11 11 00 | 22 22 22 11 11 11 |
| 00 22 22 22 22 22 | 11 11 22 22 22 22 | 22 22 22 22 22 22 |

| 01 20 12 02 01 21 | 02 10 21 02 21 01 | 00 11 00 01 01 01 | 00 02 00 02 00 02 |
| 01 20 12 02 01 21 | 02 10 21 02 21 01 | 00 11 00 01 01 01 | 00 02 00 02 00 02 |
| 01 20 12 02 01 21 | 02 10 21 02 21 01 | 00 11 00 01 01 01 | 00 02 00 02 00 02 |
| 01 20 12 02 01 21 | 02 10 21 02 21 01 | 00 11 00 01 01 01 | 00 02 00 02 00 02 |
| 01 20 12 02 01 21 | 02 10 21 02 21 01 | 00 11 00 01 01 01 | 00 02 00 02 00 02 |
| 01 20 12 02 01 21 | 02 10 21 02 21 01 | 00 11 00 01 01 01 | 00 02 00 02 00 02 |
| 01 20 12 02 01 21 | 02 10 21 02 21 01 | 00 11 00 01 01 01 | 00 02 00 02 00 02 |
| 01 20 12 02 01 21 | 02 10 21 02 21 01 | 00 11 00 01 01 01 | 00 02 00 02 00 02 |
| 01 20 12 02 01 21 | 02 10 21 02 21 01 | 00 11 00 01 01 01 | 00 02 00 02 00 02 |

By continuing to extend smaller arrays to larger ones by the above illustrated method of composition, one can form the following table to indicate the relationship between \( v \) and \( b \).
From the above table, one can observe that except for the first few cases, b increases at a substantially slower rate than v.

The indicated method of construction can be similarly applied to other prime power values of q. In summary, if we let $b_q(v; 3)$ denote the number of blocks obtained for the configuration of order three with $k = v$ and appropriate to a situation of v attributes with q levels each, then we may state the following theorem.

**Theorem (3.3.2).** By successively applying the previously described method of composition, combinatorial configurations of order three with $k = v$ may be constructed for any v attributes with q levels each where q is a prime power. For $v \geq 2q$, the number of blocks required is given by $b_q(v; 3) = b_q([v/c]_4; 3) + (q - 1) b_q([v/c]_4; 2) + b_q^*(c; 3)$ where $b_q(2; 3) = 0$ and $b_q^*(c; q) = (q^3 - q^2)$ for $3 \leq c \leq q$.

For any prime power q, the relationship between v and b can be developed by applying Theorem (3.3.2). In doing this, the c value used in the successive steps of the composition procedure must be
appropriately chosen. Some aspects of this process have already been illustrated for the case \( q = 3 \). As another example, let us consider the following table indicating the relationship between \( v \) and \( b \) for \( q = 4 \):

<table>
<thead>
<tr>
<th>( v )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>64</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td>12 = 2 \times 6</td>
<td>112</td>
</tr>
<tr>
<td>20 = 4 \times 5</td>
<td>160</td>
</tr>
<tr>
<td>24 = 4 \times 6</td>
<td>192</td>
</tr>
<tr>
<td>48 = 4 \times 12</td>
<td>244</td>
</tr>
<tr>
<td>80 = 4 \times 20</td>
<td>292</td>
</tr>
<tr>
<td>96 = 4 \times 24</td>
<td>337</td>
</tr>
<tr>
<td>192 = 4 \times 48</td>
<td>412</td>
</tr>
<tr>
<td>320 = 4 \times 80</td>
<td>460</td>
</tr>
<tr>
<td>384 = 4 \times 96</td>
<td>514</td>
</tr>
<tr>
<td>768 = 4 \times 192</td>
<td>616</td>
</tr>
<tr>
<td>1280 = 4 \times 320</td>
<td>664</td>
</tr>
<tr>
<td>1536 = 4 \times 384</td>
<td>727</td>
</tr>
</tbody>
</table>

3.2.3. **Case III: \( s \) is not a prime power.**

As was pointed out in Sub-section 3.2.3, the easiest way to construct configurations for this situation is to form the array appropriate to \( q \) levels where \( q \) is the smallest prime power exceeding \( s \) and then to apply a transformation in which one or more of the \( q \) symbols correspond(s) to exactly one of the \( s \) levels. This approach will lead to a reasonably satisfactory series of designs, particularly if some blocks can be deleted because of duplications induced by the transformation.

Alternatively, a composition method similar to the one of the previous section can be developed. In particular, the procedure when \( c = 2 \) is quite straightforward and involves the use of double symbols like "00", "11", . . . , "ss" in the first series of blocks which are
associated with a known third order configuration; and the series of symbols

Series 1: 01, 12, ..., (s-1)s
Series 2: 02, 13, ..., (s-1)1
... ... ...
Series s-1: 0(s-1), 10, ..., (s-1)(s-2)

in the (s-1) sets of blocks which are associated with the relevant second order configurations. In some instances, the value of c can be readily increased as high as one plus the number of mutually orthogonal Latin squares of side s. When this is done, however, additional blocks have to be added to account for the three-tuples arising from the same c-plet. Finally, some efficiencies may be introduced by using systems like partially balanced arrays either with respect to initial constructions or in the formation of the c-plets. However, these questions necessarily require investigations of each case separately and hence will not be considered here.

3.3.4 Case IV: the $n_j$ are not necessarily equal.

Again, the most direct method is to construct the array which is appropriate to q levels where q is the smallest prime power that exceeds all the $n_j$. The configuration can then be formed by applying to each attribute a transformation in which one or more of the q symbols corresponds to exactly one of the $n_j$ levels. The other details of this type of approach are similar to what has been outlined in Sub-section 3.3.3.

In some cases, however, some efficiencies directed at reducing the number of blocks required can be introduced. This involves developing
suitable arrays for small $v$ and then expanding them by an appropriate composition procedure. However, since the method of attack depends to a large extent on the actual values of the $n_i$, general methods here are very difficult to develop. On the other hand, the basic principles can be seen in terms of an example. Hence, let us consider the case when each of the $n_i$ is either two or three.

Suppose there are six attributes in which the first three have two levels each and the last three have three levels each. A suitable configuration is given by

$$
\begin{align*}
&011\ 000 & 100\ 001 & 010\ 002 \\
&011\ 111 & 100\ 112 & 010\ 110 \\
&011\ 222 & 100\ 220 & 010\ 221 \\
&011\ 012 & 101\ 010 & 110\ 011 \\
&011\ 120 & 101\ 121 & 110\ 122 \\
&011\ 201 & 101\ 202 & 110\ 200 \\
&001\ 021 & 100\ 022 & 110\ 020 \\
&001\ 102 & 100\ 100 & 110\ 101 \\
&001\ 210 & 100\ 211 & 110\ 212 \\
&000\ 000 & 111\ 111 \\
\end{align*}
$$

This may be expanded to a situation involving twelve attributes in which the first six have two levels each while the last six have three levels each.

$$
\begin{align*}
&00\ 11\ 11\ 00\ 00\ 00 \\
&00\ 11\ 11\ 11\ 11\ 11 \\
&00\ 11\ 11\ 22\ 22\ 22 \\
&00\ 11\ 11\ 00\ 11\ 22 \\
&00\ 11\ 11\ 22\ 11\ 00 \\
&00\ 11\ 11\ 22\ 11\ 11 \\
&00\ 11\ 11\ 22\ 11\ 11 \\
&00\ 11\ 11\ 11\ 11\ 00 \\
&00\ 11\ 11\ 11\ 11\ 11 \\
&01\ 10\ 10\ 10\ 01\ 01 \\
&01\ 10\ 10\ 10\ 10\ 10 \\
&01\ 10\ 10\ 10\ 01\ 01 \\
&01\ 10\ 10\ 10\ 01\ 01 \\
&10\ 01\ 10\ 10\ 12\ 12 \\
&10\ 01\ 10\ 10\ 12\ 20 \\
&10\ 01\ 10\ 12\ 12\ 12 \\
&10\ 01\ 10\ 12\ 20\ 01 \\
&10\ 01\ 10\ 10\ 20\ 12 \\
&10\ 01\ 10\ 21\ 12\ 01 \\
&10\ 01\ 10\ 21\ 21\ 12 \\
&10\ 01\ 10\ 21\ 21\ 21 \\
&01\ 01\ 01\ 20\ 12\ 01 \\
&01\ 01\ 01\ 21\ 10\ 02 \\
\end{align*}
$$

$b = 29$
The previously described type of procedure can be continued for higher values of \( v \). Also, some modifications can be introduced to base part of the composition procedure on three-plets. In any event, the result of the construction procedure is to cause the number of required blocks \( b \) to increase at a reasonably slow rate as \( v \) increases at a relatively rapid rate.

3.4. The construction of configurations of order 4 with \( k = v \) and \( s = 2 \).

In this section, we shall consider a method of constructing a \((b \times v)\) matrix such that among the rows of each four-column sub-matrix each of the \( 2^4 \) possible ordered four-tuples occurs at least once. When \( v = 5 \), an orthogonal array of strength four and index unity may be formed with \( b = 16 \). It has the following appearance

\[
\begin{array}{llllllllllllllll}
00000 & 10001 \\
00011 & 10010 \\
00101 & 10100 \\
00110 & 10111 \\
01001 & 11000 \\
01010 & 11011 \\
01100 & 11101 \\
01111 & 11110 \\
\end{array}
\] (3.4.1)

and represents an optimal configuration of order four. In addition, the first four columns of the array in (3.4.1) is optimal for \( v = 4 \).

For higher values of \( v \), appropriate partially balanced arrays may be derived by noting that for any ordered choice of four attributes, the set of \( v \)-tuples which contain exactly two "1's" provide a cover for the four-tuples 0000, 0001, 0010, 0100, 1000, 0011, 0101, 0110, 1001, 1010, 1100 while the set of \( v \)-tuples which contain exactly one "0" provide a cover for the four-tuples 0111, 1011, 1101, 1110, 1111. The number of blocks required in these constructions is given by
\[ b = \binom{v}{2} + \binom{v}{1} = \frac{v(v+1)}{2}. \] In particular, for \( v = 6 \) and \( v = 7 \), they appear as follows:

\[
\begin{array}{cccc}
110000 & 110000 \\
101000 & 101000 \\
100100 & 100100 \\
100010 & 100010 \\
100001 & 100001 \\
011000 & 011000 \\
010100 & 010100 \\
010010 & 010010 \\
010001 & 010001 \\
001100 & 001100 \\
001010 & 001010 \\
001001 & 001001 \\
000110 & 000110 \\
000101 & 000101 \\
000011 & 000011 \\
011111 & 001100 \\
101111 & 001010 \\
110111 & 000101 \\
111011 & 000011 \\
111101 & 000011 \\
111110 & 000011 \\
111111 & 101111 \\
110111 & 110111 \\
111011 & 111011 \\
111101 & 111101 \\
111110 & 111110 \\
\end{array}
\]

in which \( \lambda(1, 1, 0, 0) = \lambda(1, 1, 1, 0) = 1 \), \( \lambda(1, 0, 0, 0) = v - 4 \), \( \lambda(1, 1, 1, 1) = v - 4 \), and \( \lambda(0, 0, 0, 0) = \left(\frac{v}{2}\right) \).

The constructions in (3.4.1) and (3.4.2) may be extended to \( v = 8, v = 10, v = 12, \) and \( v = 14 \) by the following composition procedure. Let the \( v \) attributes be divided into \( v^* = \frac{v}{2} \) consecutive pairs. The array of order four which is appropriate to \( v^* \) attributes with two levels each is then written down with the adjustment that "0" is replaced by "00" and "1" is replaced by "11". For any choice of four attributes coming from different pairs, all possible ordered
four-tuples are covered because such a choice is equivalent to a selec-
tion of four attributes from the \( v^* \) for which a fourth order configura-
tion already exists. To complete the construction, additional rows
need to be added to the array so that for choices of four attributes
with two coming from the same pair, all possible four-tuples are
accounted for. In the cases where the levels associated with the attri-
butes coming from the same pair are equal (i.e., "00" or "11"), the
initial set of blocks already are suitable because the resulting four-
tuples are equivalent to either three-tuples or two-tuples of \( v^* \)
attributes and hence are covered by the corresponding fourth order
array. The remaining uncovered four-tuples involve either "01" or "10"
being associated with a pair. These may be taken care of in two steps.
First a set of blocks is added which corresponds to an array of order
three in \( v^* \) attributes with two levels each but with the adjustment
that "0" is replaced by "01" and "1" is replaced by "10". Because
any choice of four attributes with two coming from the same pair and
having different levels while the other two come from different pairs
is equivalent to a corresponding three-tuple of \( v^* \) attributes, these
additional blocks cover such four-tuples. The construction is completed
by adding a set of blocks which is associated with an array of order
two in \( v^* \) attributes with four levels each but with the adjustment that
"0" is replaced by "00", "1" is replaced by "01", "2" is replaced by
"10", and "3" is replaced by "11". This final part takes care of all
four-tuples in which two attributes come from each of two pairs. Some
reduction in the total number of blocks required for the array may be
realized at this stage by deleting any blocks in which the corresponding
covered four-tuples have already been accounted for in previous blocks;
In order to see more clearly the structure associated with the previously described method of composition, let us consider the following examples for \( v = 8 \) and \( v = 10 \).

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>00 00 00 00</td>
<td>01 01 01 01</td>
<td>00 01 10 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 00 00 11</td>
<td>01 01 10 10</td>
<td>01 00 11 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 00 11 00</td>
<td>01 10 01 10</td>
<td>10 11 00 01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 11 00 00</td>
<td>01 01 10 01</td>
<td>11 10 01 00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 11 00 11</td>
<td>10 01 01 10</td>
<td>00 10 11 01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 11 11 00</td>
<td>10 10 01 01</td>
<td>10 00 11 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 11 11 11</td>
<td>10 10 10 10</td>
<td>11 01 00 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 00 00 00</td>
<td>00 11 01 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 00 00 11</td>
<td>10 01 11 00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 00 11 00</td>
<td>11 00 10 01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 00 11 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( b = 36 \)

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>00 00 00 00 00</td>
<td>10 01 01 01 01</td>
<td>00 01 01 01 01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 00 00 11 11</td>
<td>01 10 01 01 01</td>
<td>00 10 10 10 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 00 11 00 11</td>
<td>01 01 10 01 01</td>
<td>01 00 01 10 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 00 11 11 00</td>
<td>01 01 01 10 01</td>
<td>01 00 11 10 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 11 00 00 11</td>
<td>01 10 10 10 10</td>
<td>01 10 10 10 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 11 11 00 00</td>
<td>10 01 10 10 10</td>
<td>10 00 10 11 01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00 11 11 11 00</td>
<td>10 10 10 10 10</td>
<td>10 10 00 11 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 00 00 00 11</td>
<td>10 10 10 10 10</td>
<td>10 11 01 11 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 00 00 11 00</td>
<td>10 10 10 10 10</td>
<td>11 00 11 01 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 00 11 00 00</td>
<td>11 00 10 01 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 00 11 11 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 11 00 00 00</td>
<td>11 11 00 10 01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 11 00 11 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 11 11 00 00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 11 11 11 00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( b = 40 \)

The indicated procedure can be continued for higher values of \( v \). In summary, if we let \( b_2(v; 4) \) denote the number of blocks obtained for the configuration of order four with \( k = v \) and appropriate to a situation of \( v \) attributes with two levels each, then we may state
Theorem (3.4.1). By successively applying the previously described method of composition, combinatorial configurations of order four with \( k = v \) may be constructed for any \( v \) attributes with two levels each.

For \( v \geq 8 \), the number of blocks required is given by the formula

\[
b_2(v; 4) = b_2([v/2]_+; 4) + b_2([v/2]_+; 3) + b_4^*([v/2]_+; 2)
\]

where

\[
b_4^*([v/2]_+; 2)
\]

is an appropriate number which does not exceed \( b_4([v/2]_+; 2) \).

By applying Theorem (3.4.1), the following table may be formed to indicate the relationship between \( v \) and \( b \).

<table>
<thead>
<tr>
<th>( v )</th>
<th>( b )</th>
<th>( v )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>16</td>
<td>80</td>
<td>200</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>96</td>
<td>224</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>112</td>
<td>250</td>
</tr>
<tr>
<td>7</td>
<td>28</td>
<td>128</td>
<td>258</td>
</tr>
<tr>
<td>8</td>
<td>36</td>
<td>160</td>
<td>284</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>192</td>
<td>313</td>
</tr>
<tr>
<td>12</td>
<td>55</td>
<td>224</td>
<td>347</td>
</tr>
<tr>
<td>14</td>
<td>65</td>
<td>256</td>
<td>359</td>
</tr>
<tr>
<td>16</td>
<td>73</td>
<td>320</td>
<td>391</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>384</td>
<td>423</td>
</tr>
<tr>
<td>24</td>
<td>97</td>
<td>448</td>
<td>463</td>
</tr>
<tr>
<td>28</td>
<td>109</td>
<td>512</td>
<td>475</td>
</tr>
<tr>
<td>32</td>
<td>117</td>
<td>640</td>
<td>515</td>
</tr>
<tr>
<td>40</td>
<td>130</td>
<td>768</td>
<td>554</td>
</tr>
<tr>
<td>48</td>
<td>152</td>
<td>896</td>
<td>604</td>
</tr>
<tr>
<td>56</td>
<td>174</td>
<td>1024</td>
<td>619</td>
</tr>
<tr>
<td>64</td>
<td>182</td>
<td>1280</td>
<td>666</td>
</tr>
</tbody>
</table>

From the above table, one can see that \( b \) increases at a reasonably slow rate as \( v \) increases. Indeed as \( v \) becomes quite large, the rate of increase of \( b \) becomes comparably much smaller.

Methods similar to the ones outlined in this section can also be developed for cases when \( s = q \) where \( q \) is a prime power as well as general \( s \). In addition, the basic approach can be extended to fifth and higher order configurations. However, these topics will not be discussed here as they involve continued application of previous concepts.
CHAPTER IV

MULTI-STAGE FILING SYSTEMS

4.1 Multi-stage combinatorial configurations.

In the previous chapter, we have considered a general method of constructing combinatorial configurations with \( k = v \). These systems have the desirable property that the number of blocks \( b \) is of reasonably small magnitude for large \( v \). However, because \( k = v \), the number of sub-buckets associated with each bucket in the corresponding filing system can become overwhelmingly large. For example, some buckets may have as many as \((2^v - 1)\) sub-buckets. As a result, the component of retrieval time which is specific to checking whether sub-buckets pertain to some given query may reach such a considerable magnitude as to destroy any value which the filing system might otherwise have. This particular problem was one of the factors which motivated Ray-Chaudhuri [43] to introduce the concept of a multi-stage combinatorial configuration as the basis of a multi-stage filing scheme.

A multi-stage combinatorial configuration \((\Omega, k, C, b, d)\) consists of a master set \( \Omega \) (representing the set of attribute levels \( A_{ll}, \ldots, A_{ln_1}, \ldots, A_{vl}, \ldots, A_{vn_v} \)), a class of subsets \( C \), and blocks \( B_{h_1h_2\ldots h_\eta} \) with \( 1 \leq \eta \leq d \) such that

1. \( B_{h_1h_2\ldots h_\eta} \subseteq B_{h_1h_2\ldots h_{\eta-1}} \) where \( h_\eta = 1, 2, \ldots, b_\eta \)

   for \( 2 \leq \eta \leq d \) and \( h_1 = 1, 2, \ldots, b_0 \).
ii. \[ | B_{h_1 h_2 \ldots h_\eta} | \leq k. \]

iii. For every set \( A \) in \( \mathcal{G} \), there exists \( (h_1, h_2, \ldots, h_d) \) such that 
\( A \) is contained in the block \( B_{h_1 h_2 \ldots h_d} \).

The total number of blocks involved in all stages of the configuration is given by 
\[ b = b_0 + \sum b_{h_1 h_2 \ldots h_\eta}. \]
If \( |A| \leq t \) for each \( A \) in \( \mathcal{G} \), then the configuration is said to be of order \( t \) and is denoted as an 
\( (\Omega, k, t, b, d) \) scheme. The blocks of the configuration can be ordered by introducing the following rule. The \( \eta \)-tuple \( (h_1, h_2, \ldots, h_\eta) \) is said to precede the \( \eta \)-tuple \( (h'_1, h'_2, \ldots, h'_\eta) \) if for some \( \xi \) where 
\( 1 \leq \xi \leq \eta \), we have \( h_1 \leq h'_1, h_2 \leq h'_2, \ldots, h_{\xi-1} \leq h'_{\xi-1}, h_\xi < h'_\xi \). Using the above convention, we define the \( \eta \)-th stage covering index \( \gamma_\eta(A) \) of any given set \( A \) in \( \mathcal{G} \) to be that \( \eta \)-tuple which precedes all other 
\( \eta \)-tuples for which the corresponding blocks cover \( A \). In other words, 
\[ \gamma_\eta(A) = (h_1, h_2, \ldots, h_\eta) \]
if and only if \( A \) is contained in 
\[ B_{h_1 h_2 \ldots h_\eta} \]
but \( A \) is not contained in 
\[ B_{h'' h'' h''} \]
for \( h''_1 \leq h'_1, h''_2 \leq h'_2, \ldots, h''_{\xi-1} \leq h'_{\xi-1}, h''_\xi < h'_\xi \) where \( 1 \leq \xi \leq \eta \). So that some degree of consistency is maintained in the structure of the corresponding filing systems, the discussion here will be restricted to what has been termed simple multi-stage schemes. A multi-stage configuration is called simple if the \( \eta \)-th stage covering index of a set \( A \) in \( \mathcal{G} \) contains the 
\( (\eta-1) \)-th stage index in the sense that 
\[ \gamma_\eta(A) = (h_1, h_2, \ldots, h_{\eta-1}, h_\eta) \]
while 
\[ \gamma_{\eta-1}(A) = (h_1, h_2, \ldots, h_{\eta-1}) \]. Using the above framework, the following theorem may be proven.

**Theorem (4.1.1).** Suppose there exist uni-stage configurations 
\( (\Omega_{\eta-1}, k_{\eta}, t, b_{\eta-1}) \) for \( \eta = 1, 2, \ldots, d \) where \( \Omega_0 = \Omega \) and where \( \Omega_{\eta-1} \)
may be identified with the at most $k_{\eta-1}$ attribute levels which are assigned to any given block in the $(\eta-1)$-th stage. Then there exists a simple multi-stage configuration with parameters $(\Omega, k, t, b, d)$ where $k = k_\eta$ and $b = b_0 + b_0 b_1 + \ldots + b_0 b_1 \ldots b_{d-1}$.

**Proof:** The result obviously holds for $d = 1$ by assumption. To complete the proof by induction, assume the theorem is true for $(d-1)$ stages in the sense that there exists an $(\Omega, k_{d-1}, t, b', d)$ configuration with $b' = b_0 + b_0 b_1 + \ldots + b_0 b_1 \ldots b_{d-2}$. Within any given $(d-1)$-th stage block $B_{h_1 h_2 \ldots h_{d-1}}$, there exists an $(\Omega_{d-1}, k, t, b_{d-1})$ configuration since $|\Omega_{d-1}| \leq k_{d-1}$. The blocks of these configurations may be labelled $B_{h_1 h_2 \ldots h_d}$. Since each successive stage is necessarily of order $t$, the total system represents an $(\Omega, k, t, b, d)$ configuration with $b = b_0 + b_0 b_1 + \ldots + b_0 b_1 \ldots b_{d-2} + b_0 b_1 \ldots b_{d-2} b_{d-1}$. The fact that this system is simple follows from the property that the $\eta$-th stage is nested inside of the $(\eta-1)$-th stage.

The above theorem is essentially the same as that given by Ray-Chaudhuri [43] except for the fact that he was concerned with situations in which retrieval pertained to only one level of each of the attributes. In the remainder of this chapter, we shall refer to this situation as the uni-level attribute case (where the prefix "uni" refers to the number of levels relevant to retrieval as opposed to the number of levels which the attribute may assume). By applying Theorem (4.1.1) to the series of configurations arising from Theorem (2.4.1), we may state
Theorem (4.1.2). There exists an \((n, k, t, b, d)\) configuration for the situation of \(v\) uni-level attributes where \(v = (q^{N+1} - 1)/(q - 1)\) and \(k = (q^d - 1)/(q - 1)\) and \(b = b_0 + b_0 b_1 + \ldots + b_0 b_1 \ldots b_{d-1}\) with \(b_\eta = b(m_{\eta-1}, t, m_\eta, q)\) for \(\eta = 0, 1, 2, \ldots, d-1\) and
\[N = m_0 > m_1 > \ldots > m_{d-1} > m_d \geq (t-1);\] and \(q\) is a prime power.

The proof of the theorem follows by noting that the attributes are identified with points in \(PG(N, q)\) while the first-stage blocks are identified with the \(m_1\)-flats of a \((b_0, t, m_1)\) cover thereof. Then the attributes within any one of these blocks are considered as a set \(\Omega_1\) and are identified with the points of \(PG(m_1, q)\) as it pertains to the corresponding \(m_1\)-flat. The second-stage blocks then are taken to be the \(m_2\)-flats of a \((b_1, t, m_2)\) cover of the appropriate \(PG(m_1, q)\). The process continues until the \(d\)-th stage blocks have been formed.

Ray-Chaudhuri discussed Theorem (4.1.2) for the case in which \(m_0 = N, m_1 = N - 1, \ldots, m_d = N - d\). He also indicated that a series of multi-stage configurations may be derived by combining Theorem (2.4.9) and Theorem (4.1.1). However, because the parameters of such schemes are difficult to specify in a clear-cut fashion, we shall not describe them in any detail. In any event, the basic point of these remarks is that a multi-stage configuration can be formed by combining any theorem which provides the basis of construction for any general series of relevant uni-stage configurations with Theorem (4.1.1).

One particular type of multi-stage configuration which is of interest to us here is formed by combining the procedures of Chapter III with Theorem (4.1.2). The first-stage blocks for the attribute level set \(\Omega = \{A_{11}, \ldots, A_{1n_1}, \ldots, A_{vl}, \ldots, A_{vn_v}\}\) are formed in accordance
with the method of composition. This has already been described in some detail for \( t = 2, 3, 4 \). The resulting first-stage blocks contain exactly one level of each attribute. These are then identified with \( v \) uni-level attributes to which the results of Theorem (4.1.2) apply. In particular, the formation of \((b, t, m)\) covers of the geometry \( PG(N, q) \) has been explicitly described for \( t = 2, 3, 4 \) in Theorem (2.4.6), Theorem (2.4.7), and Theorem (2.4.8). As a result, with the appropriate construction of the different stages, the number of attribute levels contained in a block can be reduced to a form like \( k = (q^t - 1)/(q - 1) \).

If this number is still large, one can similarly work with a new geometry \( PG(N', q') \), where \( q' < q \) and \( (q'(N' + 1) - 1)/(q' - 1) \approx k \). Eventually \( q \) could be reduced as low as 2 or 3 at which point further stages could be formed, if necessary, by a systematic trial and error procedure. By forming a system as outlined above, one obtains a configuration in which at any stage, the number of blocks which pertain to the next stage is not excessively large. In addition, the number of sub-buckets corresponding to each of the final-stage blocks is of a reasonable magnitude.

The above approach can be supplemented at any time by any of the useful systems considered in previous chapters. For example, when \( t = 2 \), BIB designs may be used where applicable while for \( t = 3 \), the schemes of Theorem (1.4.5) and Theorem (1.4.6) are of similar interest. The question of what is the best way to form multi-stage systems is difficult to attack because it is completely entangled with the concept of retrieval time in the corresponding filing systems. Although these concepts will be considered in the next sections, no definite conclusions can really be drawn because as stated in Chapters I and II,
the components of retrieval time depend to a very large extent on the properties of the computer systems to be used with the filing schemes.

4.2. Multi-stage combinatorial filing systems.

Ray-Chaudhuri [43] has indicated that a combinatorial filing system may be based on a simple multi-stage combinatorial configuration in the following way. As in the previous sub-section, let \( \gamma_d(A) \) denote the \( d \)-th stage covering index of the set \( A \) in \( \mathcal{G} \); i.e., \( \gamma_d(A) = \mathbf{h} \) where 
\[
\mathbf{h} = (h_1, h_2, \ldots, h_d)
\]
if \( A \) is contained in \( B_{h_1 h_2 \ldots h_\eta} \) but is not contained in \( B_{h_1' h_2' \ldots h_\eta'} \) for \( h_1' \leq h_1, h_2' \leq h_2, \ldots, h_{\eta-1}' \leq h_{\eta-1}' \), 
\( h_{\xi}' < h_\xi \) where \( 1 \leq \xi \leq \eta \leq d \). Let \( \mathcal{A}_\mathbf{h} \) denote the collection of all subsets \( A \) of \( \mathcal{G} \) such that \( \gamma_d(A) = \mathbf{h} \). To each of the \( \mathbf{h}_d \) \( A \) combinations, let there correspond sufficiently large disjoint subsets \( M_{\mathbf{h}_d A} \) of \( M \), the set of addresses. The accession number of the \( i \)-th individual's record is stored in an element of \( M_{\mathbf{h}_d A} \) if and only if the largest set which \( f(I) \) has in common with \( B_{\mathbf{h}_d} = B_{h_1 h_2 \ldots h_d} \) is the subset \( A \) in \( \mathcal{A}_\mathbf{h} \); i.e., if \( f(I) \cap B_{\mathbf{h}_d} = A \). Let 
\[
M_{\mathbf{h}_d} = \bigcup_{A \in \mathcal{A}_{\mathbf{h}_d}} M_{\mathbf{h}_d A} \tag{4.2.1}
\]
The sets \( M_{\mathbf{h}_d} \) represent the \( d \)-th stage buckets of the filing system while the subsets \( M_{\mathbf{h}_d A} \) correspond to the sub-buckets. In addition, the sets 
\[
\bigcup_{\eta=1}^{d-1} M_{h_1 h_2 \ldots h_\eta} = \bigcup_{\eta=\eta+1}^{d} M_{h_1 h_2 \ldots h_\eta} \tag{4.2.2}
\]
\( 1 \leq \eta < d \) may be identified with the \( \eta \)-th stage buckets.

The retrieval procedure for any query simply involves initially the determination of the appropriate first stage bucket by identifying which first stage block first contains the subset specified in the
query. The second and higher stage buckets would then be similarly determined. Afterwards, all sub-buckets within this final d-th stage bucket and corresponding to subsets which contain the query set are located and the accession numbers therein obtained. Thus, the retrieval function may be formally written for A in C as

\[ r(A) = \bigcup_{A \subseteq C \in B} M_{B,C} \]  \hspace{1cm} (4.2.3)

where \( \gamma_d(A) = B \). In the actual filing scheme, the contents of the blocks \( B_h \) are stored in locations \( \ell(h) \). Given any query, these are searched sequentially starting at \( \ell(1) \) until the first stage covering index \( h^* \) is determined. The contents of the second stage blocks \( B_{h_1 h_2} \) are stored in locations \( \ell(h_1, h_2) \). Once \( h^*_1 \) has been identified, the system switches to \( \ell(h^*_1, 1) \) and proceeds sequentially until the second stage covering index \( (h^*_1, h^*_2) \) is found. This is continued for each stage until the d-th stage covering index \( (h^*_1, h^*_2, ..., h^*_d) \) has been determined at the location \( \ell(h^*_1, h^*_2, ..., h^*_d) \). The contents of the possible subsets \( C \) in \( A^* \) are stored in locations of the type \( \ell(h^*_1, h^*_2, ..., h^*_d; C) \). Each of these are then checked to determine whether \( C \) contains \( A \) in which case the addresses of \( M_{B,C} \) are noted. Once all the relevant \( C \) have been identified, then the corresponding \( M_{B,C} \) are referred to by chaining and the accession numbers therein are extracted.

4.3. Retrieval time in multi-stage filing systems.

Here, retrieval time will be viewed as having three basic components

\[ T_{1,c} = \text{time required to determine the d-th stage bucket} \]

(i.e., the d-th stage covering index)
$T_{2,c} = \text{time required to search among the sub-buckets within the } d\text{-th stage bucket}$

$T_{3,c} = \text{time for retrieval which is independent of the structure of the filing system}$

Proceeding along the lines of Ray-Chaudhuri [43], we assume that $T_{3,c}$ may be neglected. Let $\tau_\eta$ denote the time to test whether the set $A$ in $G$ is contained in an $\eta$-th stage block $B_{h_1 h_2 \ldots h_\eta}$ for $1 \leq \eta \leq d$.

If $\gamma_d(A) = h$, then $A$ must be compared with $h_1$ first stage blocks, $h_2$ second stage blocks, $\ldots$, $h_d$ $d$-th stage blocks. Hence, we have that $T_{1,c}$ is essentially given by

$$T_{1,c} = \sum_{\eta=1}^{d} h_\eta \tau_\eta$$

Let $\tau'$ denote an upper bound on the time to determine whether a sub-bucket contains a set $A$ or not. If $V_{h_\eta}$ denotes the number of subsets in $C_{h_\eta}$, then an upper bound for $T_{2,c}$ is given by

$$T_{2,c} \leq (\tau')(V_{h_\eta})$$

Hence, we may write that the retrieval time $T(A)$ for the set $A$ satisfies

$$T(A) \leq \sum_{\eta=1}^{d} h_\eta \tau_\eta + (\tau')(V_{h_\eta}) \quad (4.2.4)$$

If $\tau_0 = \max \tau_\eta$, if $b_\eta = \max b_{h_1 h_2 \ldots h_\eta}$ for $1 \leq \eta \leq (d-1)$ with $b_0 = b_0$ and if $V_0 = \max V_{h_\eta}$, then

$$T(A) \leq \left( \sum_{\eta=0}^{d-1} b_\eta \right) \tau_0 + \tau' V_0 \quad (4.2.5)$$

As a result, we see that an upper bound for $T(A)$ is linearly related to the numbers of blocks in each stage $b_0$, $b_1$, $\ldots$, $b_{d-1}$ and the number of
sub-buckets. This is one of the principal reasons why multi-stage systems lead to more efficient retrieval times than similarly structured uni-stage systems. However, the proper choice of which method of staging to use remains largely an open question until more sensitive expressions than (4.2.5) can be developed.

Alternatively, let $T_0$ denote the average retrieval time required for retrieval of queries $A$ in $G$. Let $\nu^*_h = |a \cap A|$ and $\nu = |a|$. Then

$$T_0 \leq \frac{1}{\nu} \left( \sum_{h} \sum_{\eta} \tau_{\eta} \nu^*_h + \tau' \sum_{h} \nu \nu^*_h \right)$$

Suppose the weights $(\nu^*_h/\nu)$ are approximately equal for different $h$. Then

$$T_0 \leq \tau_0 \sum_{\eta=0}^{d-1} \left( \frac{b_\eta + 1}{2} \right) + \tau' \nu_0$$

The interpretation of (4.2.6) is essentially the same as that given previously for (4.2.5).

Finally, let us consider the redundancy of the systems described here for the case of $v$ attributes with $s$ levels each under the assumption of a uniform distribution of records. Since a record is not stored in a first stage bucket if the individual has no attribute levels in common with the corresponding block, an upper bound to the redundancy $R_c$ is

$$R_c \leq \left( 1 - \left( \frac{s-1}{s} \right)^v \right) b_0$$

The actual redundancy bound cannot be more exactly approached because it is difficult to measure the effect of the fact that a record will not be stored in a first stage block if the intersection of that block and the record is a subset contained in one of the prior blocks.
4.4. Example.

Suppose there are \( v = 256 \) attributes with \( s = 2 \) levels each. In addition, suppose that a filing system oriented toward efficient retrieval of first and second order queries is desired. Using the method of composition as outlined in the proof of Theorem (3.2.1), we can base the first stage buckets on the \( b_0 = 17 \) blocks of a second order combinatorial configuration with \( k = v = 256 \). If the \( k_0 = k = 256 \) elements in each first stage block are identified with the points of \( \text{EG}(2, 16) \), then the second stage blocks may be taken to correspond to the \( b_1 = 272 \) lines therein, each of which pertains to \( k_1 = 16 \) attribute levels.

Continuing in the same manner, the third stage blocks may be identified with the \( b_2 = 20 \) lines of \( \text{EG}(2, 4) \) where the points are associated with the \( k_1 \) elements assigned to a second stage block. As a result, there are \( k_2 = 4 \) elements in each third stage block. Each corresponding bucket contains as many as \( v_0 = (2^4 - 1) = 15 \) sub-buckets. Hence from (4.2.5), we have

\[
T(A) \leq (17 + 272 + 20) \tau_0 + 15 \tau'
\leq 309 \tau_0 + 15 \tau'
\]

Alternatively, since \( b_1 \) is somewhat large, another scheme of staging may be more worthwhile. Let the \( k_0 = 256 \) elements in a first stage block be divided into 16 groups of 16. Let each of these groups be identified with a point in \( \text{EG}(2, 4) \) and form second stage blocks as the \( k_1 = 64 \) elements corresponding to the four points on a line; this leads to \( b_1^* = 20 \) second stage blocks. Similarly, let the \( k_1 = 64 \) elements of a second stage block be divided into 16 groups of 4 and form \( b_2^* = 20 \) third stage blocks of \( k_2 = 16 \) elements each by again
using the structure of $EG(2, 4)$ in a similar fashion. The fourth stage is then obtained by proceeding once again in essentially the same way but with respect to 16 groups of 1. This gives $b_3^* = 20$ and $k_3 = 4$.

Finally, as in the preceding situation, each of the fourth stage buckets has at most $\nu_0 = 15$ sub-buckets. Thus from (4.2.5), we have

$$T(A) \leq (17 + 20 + 20 + 20) \tau_0 + 15 \tau'$$

$$\leq 87 \tau_0 + 15 \tau'$$

Hence, this multi-stage system is more efficient with respect to retrieval time than the one initially outlined. On the other hand, the total number of final stage buckets here is $(17)(20)(20)(20)$ as compared with $(17)(272)(20)$ in the previous system; i.e., this system involves nearly $(1.5)$ times as many final stage buckets. Whether this added magnitude causes any problems represents a question which is difficult to evaluate. In some sense, however, any solution will rest on the properties of the computer system involved.
CHAPTER V

SOME PROBLEMS FOR FUTURE RESEARCH

Even though a variety of different filing schemes have been considered here, a great deal of further research is needed. More efficient systems for cases in which different attributes assume different numbers of levels represent one area. Also, compromise designs, which are suitable for one type of query with respect to some sets of attributes and other types of queries with respect to other sets of attributes, need to be developed for the cases where they are applicable. Other types of schemes which are of interest are those suitable in situations where some types of queries are retrieved more often than others and those which enable efficient retrieval of queries involving more than one level of each attribute. Finally, before the different systems currently in existence can be effectively compared with one another, the concepts of retrieval time and redundancy need to be more explicitly developed. When this has been achieved, then one will be able to specify more completely the type of properties which are desirable for filing systems.
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