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Summary

Two consistent estimators are given for the variance of a Mann-~~itney

type statistic used for comparing two populations based on samples grouped

into ordered response categories.

1. Introduction. When comparing ordered grouped data (i.e. ordered response

categories) one is urged to use methods generally more efficient than the con­

ventional chi-square. Work in this direction is given by Bross (1958), where

Ridit analysis is introduced, by Sen (l967a), where score statistics of some

asymptotic optimality properties are propose~ and by Williams and Grizzle

(1972), where the SGKapproach (Grizzle, Starmer and Koch, 1969) is used.

The use of linear score statistics based on the theory of ranks for dis­

crete distributions (see e.g. Vorlicova, 1970 and Conover, 1973) in the analysis

of ordered categorical data has been advocated by many writers, for example,

Grizzle et al (1969), Hobbs (1973), and Hobbs and Conover (1974). These

writers were mainly concerned with hypotheses testing rather than with confi­

dence interval estimation of certain functionals of interest to the experimenter.

Consider two populations with corresponding random variables X and Y.

Flora (1974) uses the Mann-Whitney statistic for inference on P(X<Y) - P(Y~)
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in the case of ordered grouped data. However, he uses a conditional variance

of the Mann-Whitney statistic under the null hypothesis Ho:P(X<Y) - p(Y<X) = 0

-which disva1idates his confidence intervals. When the observations on X and

Yare not in grouped form, the problem of inference on P(X<Y) received much

attention in the statistical literature (mainly in the continuous case) the

main problem being that of obtaining upper bounds on or estimates of the

variance of the Mann-Whitney estimate of p(X<Y). (See, e.g. Sen, 1967b and

Govindaraju1u, 1968).

When the data is grouped into ordered categories, the functional P(X<Y) -

P(Y<X) is usually more informative then P(X<Y) since P(X=Y) > 0, and often is

quite large.

Here we give two consistent estimators of the,variance of the Mann-Whitney

estimator of P(X<Y) - P(Y<X) for grouped data which can be used (when sample

sizes are sufficiently large) for obtaining a confidence interval for this

functional.

In Sections 2 and 3 we give the two consistent estimators which are then

exemplified in Section 4.

2. First estimator. Let X.,i=l, .•. ,n be i.i.d. observations from the distri­
1

bution F(X) and Y.,i=l, ... ,m be another sample of i.i.d. observations from the
1

distribution G(Y). The data is presented in grouped form as in Table 2.1.

Table 2.1: Data Format

Ordered categories C
l C2 C

k
Total

Observations (~ from F f l
f

2
f
k

n

Observations (Y) from G gl g2 gk m

Total Tl
T2 T

k
N=m+n
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For example, F and G might correspond to the injury distribution of belted

and unbelted drivers involved in accidents, respectively, and Cl"",C
k

are

ordered injury categories ranging from least to most severe injury.

Let I(a) denote the group index of an observation with value a. Thus,

1(') is a random variable with the range of values: 1,2, ... ,k.

Let

A ..
1.J

E ..
1J

{:
if I (Y.) > I(X.)

1. J

otherwise

{: if I (Y.) = I(X.)
1. J

otherwise

t if I(Y.) < I(X.)
1. J

otherwise

and.define n+ Pr [I(Y) > I(X)]

n° Pr [I(Y) I(X) ]

n Pr [I(Y) < I (X) ]

We also let D.. A
ij B .. which implies that

1.J 1.J

I if I(Y. ) > I (K.)
1. J

D .. 0 if I(Y. ) I(X.)
1.J 1. J

-1 if I(Y. ) < I (X.) .1. J

+ ° -The n , n and n are regular functionals on the class of all pairs of

distribution functions (F ,G) , i. e. , they admit unbiased estimators which are

given by
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,,+ k-l k
rr LEA .. /ron = L L f.g./ron

ij l.) i=l j=i+l l. )

k
fio = HEi ./mn = L f .g./ron

ij J i=l 1. l.

k i-I
fi- = HB

i
./mn = L L figj /mn

ij J i=2 j=l

A reasonable functional for comparing F with G is rr+-rr- which admits the

unbiased estimator

1
-HD..
mn ij l.)

_ lw
mn

Regarding the variance of W, the situation is less simple. Flora (1974)

gives the expression

Vo(W)
mn(N+l)

3 [

I(T~-T.) ]• l. l.
1 _ l. •

N3-N

He then uses (2.1) to obtain large sample test procedures of the hypothesis

H
O

: rr+-rr- = 0 and to construct a confidence interval for rr+-rr-.

However, (2.1) is the variance of W only under H
O

(and when conditioning

on the Ti , see Conover, 1973). Thus, the large sample test procedure of H
O

based on Z* = W/VO(W) being asymptotically a standard normal variate, is

correct, but the confidence interval given by Flora, 1974 for rr+-rr- as

[~ ]
(where z:/2 is the 1 ~ quantile of z*)
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is in error, since VO(W) is not the variance of ~v under a non-null hypothesis.

As an example consider the case when for some number h, l<h<k, we have

Pr[I(X)<h] 1

Pr[I(Y» h] 1

In this case the variance of W is zero, and note that (2.1) does not give zero.

Next we denote the variance of W by VF G(W) to distinguish it from (2.1).,
This is the non-conditional variance of W under general F,G. To express VF,G(~)

we need some more notation which we now introduce.

Y. let
~

For independent X.,X and
J Q,

IT = Pr[I(Y.) > max{I (X.) , I(XQ,)}]xxy ~ J

IT Pr[I(Y. ) < min{I(X.), I(XQ,)}]yxx ~ J

IT = Pr[I(X. ) < I (Y.) < I(XQ,)]xyx J ~

Similarly define by symmetry ITyyX ' IT xyy and ITyxy ~ve can now obtain an explicit

expression for VF,G(W). On writing

E(W )
n m n
~ ~ I

i=l j=l s=l

m
I E(D .. D t)

1J s
t=l

'£ .'5. ~ ~ {pr(D .. =1; Dst=l) + Pr(D .. =-1; D t=-l)
7 7 k ~ 1J 1J S
1 J st.·

- Pr(D =l·D =-1) - Pr(D .=-l;D =l)}ij , st iJ' st

it is not difficult to verify that

+ - 2m(m-l)n(n-l)(IT -IT) + mn(m-l)(IT +IT -ZIT )xyy yyx yxy

+ ­+ mn(n-l)(IT +IT -ZIT ) + mn(IT +IT ).xxy yxx xyx
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+ ­We thus get (note that E(W) = mn(IT -IT ))

[
+ -mn IT +IT +(m-1)(IT +TI -lIT )xyy yyx yxy

+ (n-1)(IT +IT -2IT ) - (n+m-1)(TI+-TI-)Z]
xxy yxx xyx

For constructing large sample confidence intervals, we need consistent estimators

of the functiona1s involved in the expression for VF,G(W).

Consistent estimators of the regular functiona1s IT , IT , etc., arexyy yxx

obtained by constructing the corresponding U-statistics. (See, for example,

Puri and Sen, 1971, Ch. 3). For example, the consistent estimators of TIxyy'

IT and of IT are given byyxy yyx

1 k-1 k

( ) L L f.g.
mn m-1 i=l j=i+1 1 J [

k ]L g.-l
j=i+1 J

k-1 C-1 Xk ~IT 2 L f L g. L g. and
yxy mn(m-1) . 2 i . 1 J ·=i+1 J1= J=

1
k i-1 [1-1 ]ft mn(m-1)
L L f. gj L g.-lyyx

i=2 j=l
1 j=l J .

These estimates are then substituted into the formula for VF G(W) to give,
V

F
G(W). The large sample 1-a confidence interval for IT+-TI- is given by,

1
mn

where Za/2 is the 1 - %quantile of N(O,l).

3. A second consistent estimator. Our second estimator is based on the

Delta method following the GSK approach and its generalization in Forthofer

i=1,2. We have: E(p.) = IT. and the dispersion matrix of p. is given by
_1 -1 ~1



l{Diag(l1.) - IT.IT~]:: V(IT.» i=l)Z.
n. -1 -1-1 --1

1

(3.1)
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On letting p' = (PI') PZ') and IT' = (IT') IT') we have E(p) = IT and the dispersion- - - -1 -Z _-

matrix of p (which we shall denote by V(IT» is block diagonal with the V(IT.)
- - - -1

on the main diagonal. The sample estimate of y(g) is obtained by substituting

p's instead of IT's in (3.1» this estimate is denoted by yep).

h h Ma Wh · .. 1 W ( St· 2)Next we show t at t e nn- 1tney stat1st1c -- -- see ec 10n canmn

be expressed as an exponentia1-1ogaritmic-1inear function of r as in Forthofer

and Koch (1973» and thus) the Delta method can be used for obtaining a consistent

estimator for VF)c(W). To see this we let

~
4(k-1)xZk

where !-:(k-1)Xk = [!:(k-1)x(k-1» Q:(k-1)x1] and T = [Q:(k-1)xl) ~:(k-1)~(k-1)]

where R is an upper triangular matrix with the common element -- 1 on and above

the diagonal.

K

2 (k-1)x 4 (k-1)
[~

I
o

o
I ~J

where both 0 and I are of dimensions (k-1)x(k-1) and

9
2x:2 (k-1)

[ !' Q']
0' l'

where !: (k-1)x 1 (1) ... )1)' and 9: (k-1)Xl =(0) ... )0)'.

We have

~W 1 [k~l k k
H ]L f.g. L L f.g.mn mn

i=1 j=i+1 1 J i=Z . 1 1 JJ=

k-1 k
L L

i=1 j=i+1



and it is not difficult to verify that on letting F(~) = (Fl(~)' F2(p»'

Q(exp{K[ln(Ap)]}), the Mann-Whitney statistic can be written as- _............ -- _....

1-- W = Fl (p)-F2 (p).
mn --

By the Delta method, the consistent estimator of the dispersion of !(p)

is given by S

S QD KD-lA[V(p)]A'D-lK'D Q'
--y--~ - - - - -~ - -y-

where

8

a = ~~, ¥ exp{Kln(a)}--- --- ....
-\

and D CD ) is a diagonal matrix with a_(y) on the diagonal.-a -y

This gives a consistent estimator for the variance of W/mn as c'Sc,

where c = (1,-1)'. The use of this method is quite convenient using the

available programs for the implementation of the GSK method in the setup of

Forthofer and Koch (1973).

4. Example. Consider the following data from Table 48 of McLe~n (1973).

Table 4.1: Injury severity by group
drivers in left side impact.

Injury Severity

Group None C B A K Total

Door Beam 286 14 10 17 2 329

No Door Beam 731 41 28 72 9 881

Total 1017 55 38 89 11 1210
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This data is analyzed by Flora (1974) twice, first omitting the "none"

category and second including all categories. For our illustrative purposes,

we go through the same two analyses.

The "No Door Beam" population here corresponds to G(Y) in section 2 and

the "Door Beam" population corresponds to F(X).

First consider the case when the "None" category is omitted. We get

W 624 and

.3859
~O

II .3250 II .2891

corresponding to probabilities of greater, equal, or less severity of injury,

(given injury) respectively, without the side door beam.

One also obtains

IT
xyy

A

II -,
yxx

.2402

.1588

IT = .1411
yyx

II .2200
xxy

IT
yxy

A

II
xyx

.0455

.0805

•

and substituting in (2.2) gives

V
F

G(W) ~ (517.2)2 .,

One may compare this value with the value (602.74)2 reported by Flora (1974)

based on (2.1).

Consider now the second type analysis where all categories are used. We

have W = 12,091 and

~+

II .1565 n° .7286 II .1149

corresponding to probabilities of greater, equal, or less severity of injury

respectively, without the side door beam.

We also obtain



IT .0259xyy

IT = .0143
yxx

Substituting in (2.2) we get

IIyyx

~

II
xxy

.1012

. 1442

IT .0146
yxy

II ~ .0115 .xyx

10

VF C(W) = (6116.3)2,

Again, this might be compared with the value (6883.0)2 obtained by (2.1).

Finally, we note that based on the consistent estimator of Section 3 we

get for the first type analysis

~ 2
analysis -- V

F
C(W) = (6499.0) •,

~ 2VF C(W) = (597.3), and for the second type
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